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Researchers in genomics are increasingly interested in epigenetic factors such as DNA methylation because they play an important role in regulating gene expression without changes in the sequence of DNA. Abnormal DNA methylation is associated with many human diseases, including various types of cancer. We propose three different approaches to test for differentially methylated regions (DMRs) associated with complex traits, while accounting for correlations within and among CpG sites in the DMRs. One approach is a nonparametric method using a kernel distance statistic and the second one is a likelihood-based method using a binomial spatial scan statistic. Both of these approaches detect differential methylation regions between cases and controls along the genome. The kernel distance method uses the kernel function, while the binomial scan statistic approach uses a mixed effect model to incorporate correlations among CpG sites. Extensive simulations show that both approaches have excellent control of type I error, and both have reasonable statistical power. The binomial scan statistic approach appears to have higher power, while the kernel distance method is computationally faster. We also propose a third method under the Bayesian framework for comparing methylation rates when disease status is classified into ordinal multinomial categories (e.g., stages of cancer). The DMRs are detected using moving windows along the genome. Within each window, the Bayes factor is calculated to compare the two models corresponding to constant vs. monotonic methylation rates among the groups. As in the case of the scan
statistic approach, the correlations between the sites are incorporated using a mixed effect
model. Results from extensive simulation indicate that the Bayesian method is
statistically valid and reasonably powerful to detect DMRs associated with disease
severity. The proposed methods are demonstrated using data from a chronic lymphocytic
leukemia (CLL) study.
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CHAPTER 1

INTRODUCTION

Genome-wide association studies (GWAS), in which several hundred thousand to more than a million of single nucleotide polymorphisms (SNPs) are assayed in thousands of individuals, have identified hundreds of genetic variants associated with risk of a range of complex diseases including cancer, and have provided valuable insights into the complexities of their genetic architecture (Galvan, Ioannidis, and Dragani 2010, Hindorff et al. 2009, Manolio et al. 2009).

SNPs are notably a type of common genetic variation, which is a single base pair mutation at a specific locus of a gene’s DNA sequence, consisting of two alleles, meaning within a population there are two commonly occurring base-pair possibility for a SNP location. Mutations are largely caused by extremely rare genetic variants that ultimately induce a detrimental change to protein function, which leads to the different phenotypes or traits, such as disease status (Bush and Moore 2012).

Genetic location associated with disease are called risk loci, which can only explain a small proportion of the disease risk, since each locus exerts a very small effect (Galvan, Ioannidis, and Dragani 2010). GWAS are generally based on the “common disease, common variants” assumption, where the most common genetic variants individually or in combination confer relatively small increments in risk (1.1 – 1.5 fold)
and only a small proportion of the phenotypic variation in population, are attributable to additive genetic factors (Hindorff et al. 2009). For example, only 5% of variation for human heights are attributed to additive genetic factors (Visscher 2008). For more complex traits, such as cancer, only <10% of phenotypic variation is explained by common variants (Frazer et al. 2009), and the variants identified through these studies have small effect size.

The difficulty with unexplained genetic variance is referred to as the “missing heritability” problem. Much of the speculation about missing heritability from GWAS has focused on the possible contribution of variants of low minor allele frequency (MAF), defined as roughly 0.5%<MAF<5%, or of rare variants (MAF<0.5%) (Manolio et al. 2009).

However, while many variants surely remain to be found, recently, people start to realize that for the majority of complex traits, such as cancer, the causes of the cellular changes are not only due to genetic factors, but also environmental factors and their interactions (Figure 1). For example, World Health Organization (2014) point out that, tobacco use is the cause of about 22% of cancer death; another 10% is due to obesity, a poor diet, lack of physical activity, and drinking alcohol. Other factors also have been involved, including infections, exposure to ionizing radiation, and environmental pollutants (Anand et al. 2008). For example, in the developing world, nearly 20% of cancers are due to infections such as hepatitis B, hepatitis C, and human papillomavirus (World Health Organization 2014). These factors interact together, which can alter the
phenotypes of mammalian cells, without changing the underlying DNA sequence. As a result, this causes increasing interest to researchers, in exploring non-genetic sources of phenotypic variation, including epigenetic changes.

![Figure 1: Epigenetics](image)

1.1 DNA Methylation

Epigenetic state, defined as epigenetic inheritance, refers to a heritable change in the pattern of gene expression that is mediated by mechanisms other than alternations in the primary nucleotide sequence of a gene (Bird 2002, Russo, Martienssen, and Riggs 1996). As a result of a complex interplay of genetic and environmental factors, epigenome of a cell is highly dynamic to allow genetically identical cell to achieve diverse stable phenotypes in different organs (Bernstein, Meissner, and Lander 2007).
Epigenetic inheritance is the key to our understanding of the differences between growing, senescent and immortal cells, tumor and normal cells, various differentiated cells, and aging cells. Epigenetic templates that control gene expressions are transmitted to daughter cells independently of the DNA sequence. Normal cellular function relies on the maintenance of epigenomic homeostasis, but these stable patterns can sometimes become abnormal during fetal development, thereby cause pediatric cancer, or they can change during normal aging and contribute to common cancer risks in adults.

There are two main, inter-related types of epigenetic inheritance: DNA methylation (DNAm) and histone modification (Figure 1). The integration of DNA methylation with other epigenetic modification is clearly a complex process that depends on the collaboration of numerous components, many of which remain to be elucidated (Jin, Li, and Robertson 2011). Analysis of DNA methylation profiles will therefore enhance our understanding of the entire epigenome.

About 3-6% of all cytosines are methylated in normal human DNA (Esteller 2005). DNAm have been shown to be involved in cellular defense mechanisms, gene activation, embryonic development, gene imprint, allele inactivated, cell differentiation and development, as well as aging and cancerous (Bird 1986, Baylin 1997, Bestor and Tycko 1996).

In most cases, DNAm refers to hypermethylation of tumor-suppressor gene. Reactions using S-adenosyl-methionine as a methyl donor and catalyzed by enzymes called DNA methyltransferases (DNMTs) add a methyl group to the cytosine ring to form
5- methyl cytosine (5-mC) (Figure 2), which is also called “fifth base”, besides the four bases (adenine, guanine, cytosine, and thymine) that spell out the primary sequence of DNA.

![DNA Methylation](http://pubs.niaaa.nih.gov/publications/arcr351/images/zakhari01.png)

Figure 2: DNA Methylation

DNAm variation at a single CpG site is known as a methylation variable position (MVP), which can be considered as the epigenetic equivalent of a SNP (Rakyan et al. 2004). In somatic cells, 5-mC occurs almost exclusively in the context of paired symmetrical methylation of a CpG site, in which a cytosine nucleotide is located next to a guanidine nucleotide.

Potentially methylated CpG dinucleotides are not randomly distributed in the human genome; instead, human genome consists of vast oceans of DNA sequence containing sparsely distributed but heavily methylated CpG dinucleotides punctuated by
short regions with unmethylated CpGs occurring at higher density, forming distinct islands in the genome (Bird et al. 1985). These CpG-rich regions are known as CpG islands, while the regions of low CpG density are defined as CpG oceans. Transition zones between CpG islands and CpG oceans are called CpG shores and display more tissue-specific variation in DNA methylation (Irizarry et al. 2009). In the bulk of the genome, about 80% of the CpG dinucleotides that are not associated with CpG islands are heavily methylated. In contrast, the dinucleotides in CpG islands, especially those associated with gene promoters, are usually unmethylated, whether or not the gene is being transcribed (Bird 2002).

The role of DNA methylation variation in complex disease has mainly been explored in the context of cancer, and has been discussed for more than 3 decades (Ehrlich and Wang 1981). The hypermethylation of tumor-suppressor genes, which is associated with their transcriptional silencing, is the key to the tumorigenic process, contributing to all of the typical hallmarks of a cancer cell that results from tumor-suppressor inactivation (Jones and Baylin 2002). Through further research, people realize that DNA methylation at CpG loci have important implications not only in cancer, but also other complex diseases (Kulis and Esteller 2010, Spisak et al. 2012).

DNA methylation has been found to not only be a marker for disease status, such as diagnosing cancer (Qureshi, Bashir, and Yaqinuddin 2010), but also can be used as a marker to differentiate disease severity, such as early and late stages in breast cancer (Klajic et al. 2013), ovarian cancer (Watts et al. 2008) and prostate cancer (Hoque 2009).
Most of DNA methylation have potential functions in inducing and suppressing cancer metastasis. Besides that, DNA methylation has been found to be associated with tumor size in colorectal cancer (Mitomi et al. 2010). Also patients with higher methylation further show more frequent recurrence compared to the low-methylation group, and shorter cancer related survival and recurrence-free survival (Mitomi et al. 2010). These findings show that it is very important to have better understanding of the epigenetics of cancer progression and metastasis.

1.2 NGS Technologies

Next-generation sequencing (NGS) technologies offer potential to accelerate epigenomic research substantially. With the development of technology, the traditional approach of isolating individual genes and studying them is being rapidly replaced by data sets generated from both individual laboratories and large consortia using new high-throughput technologies. High-throughput technologies now allow genome-scale mapping of DNA methylation and covalent modifications of histone proteins (Ren et al. 2000, Johnson et al. 2007, Lister et al. 2009). By using them, it is now feasible to interrogate various aspects of cellular processes, including sequence and structural variations and the transcriptome, epigenome, proteome and interactome (Ren et al. 2000).

1.2.1 Bisulfite Genomic Sequencing

Several large-scale analysis techniques are available that enable the survey of DNA methylation status at nucleotide resolution throughout the genome (Laird 2010, Cokus et al. 2008, Lister et al. 2008, Meissner et al. 2008, Pomraning, Smith, and Freitag
2009), including next-generating sequencing coupled with bisulfite treatment of DNA (Ren et al. 2000).

Key advantages of bisulfite sequencing are its comprehensive genomic coverage, high quantitative accuracy and excellent reproducibility. Steps in bisulfite sequencing are presented in Figure 3 (Lee et al. 2014). It starts with template preparation, consisting of building a library of nucleic acids (DNA or complementary DNA (cDNA)) and amplifying that library. Building libraries is to break genomic DNA into smaller sizes from which either fragment templates or mate-pair templates are created. Then emulsion PCR (emPCR) (Dressman et al. 2003) is used to ligate adaptors containing universal priming sites to the target ends, allowing complex genomes to be amplified with common PCR primers. Later, the DNA is separated into single strand and captured onto beads under condition that favor one DNA molecular per bead. After the successful amplification and enrichment of emPCR beads, the template is immobilized to a solid surface or support. The immobilization of spatially separated template sites allows thousands to billions of sequencing reactions to be performed simultaneously. The nucleic acid is sequenced based on the library fragment and aligned to a reference genome, which means to find the position in the reference where the reads match with a minimum number of differences.

1.2.2 Bisulfite Microarrays

Bisulfite genomic sequencing remains as the gold standard for detection of DNA methylation – because such an approach can allow for a comprehensive assessment of a
Figure 3: Key laboratory steps in bisulfite sequencing
small number of samples (Lister et al. 2009). Some biomarker research, however, requires effective high-throughput processing of hundreds of samples, for example, from clinical cohorts. The best compromise thus far in terms of reagent costs, time of labor, sample throughput and coverage may be the recently developed Illumina 450K Infinium Methylation BeadChip, which is by far the most widely used bisulfite microarray, and has been the focus of substantial bioinformatic methods development.

The Illumina 450K Infinium Methylation BeadChip allows researchers to assess the DNA methylation levels of close to half a million CpG sites distributed across the genome, which corresponds to 2% of all CpG sites of the human genome. It offers a good balance of genome-wide coverage, resolution (single base pair) and throughput (12 samples per chip and up to 96 samples per run). So it has enabled epigenome-wide association studies (EWAS) to explore the relationship between phenotypes and DNA methylation in large population-based studies (Rakyan et al. 2011).

However, the shortcoming of the chip technology is the high amount (about 500 nanograms) of required input DNA. Moreover, in contrast to sequencing-based methods, this approach does not address allele-specific and SNP-specific methylation and does not allow the discovery of variation beyond the probed loci.

1.3 Detecting DMRs with NGS Data

From Next-Generation sequencing, the numbers of molecules with a cytosine (methylated) and numbers of molecules with a uracil (unmethylated) are provided at over 2 million CpG sites in each individual. The total numbers of cytosines and uracils at each
CpG site are defined as the sequencing coverage, which varies at different CpG sites even for one individual. Thus the methylation rate is suggested for analysis instead of using methylation counts, which is calculated as the ratio of methylated counts over the sequencing coverage at each CpG site.

DNA methylation rates are continuous when measured across a large number of cells. They are susceptible to measurement error, and densely spaced across the genome (Jaffe, Feinberg, et al. 2012, Eckhardt et al. 2006, Irizarry et al. 2008). Besides that, methylation rates of DNAm vary strikingly across the genome, with strong local influences of base composition on single nucleotide variation (SNV) and regional effects of sequence (Hodgkinson and Eyre-Walker 2011). It has been shown that methylation rates at CpG sites are affected by those at nearby CpG sites, and have complicated correlation structures (Leek et al. 2010).

Based on these findings, recent research focus has been expanded to use patterns of methylation in neighboring CpG sites to detect differentially methylated regions (DMRs) in the genome based on methylation data from Next-Generation Sequencing. The advantage of detecting DMRs lies in the fact that it not only can account for the spatial dependence of CpG sites in DMR, but also may increase statistical power. That is because even though differences at any individual site may be small, if they are persistent across a region, statistical power to detect them may be greater for the region.

In addition, methylated rates have been shown to be strongly associated with some covariates, such as age (Bell et al. 2012, Teschendorff et al. 2010) and gender
(Kibriya et al. 2011, Liu et al. 2010), which can inflate or exaggerate the effect size estimate if not accounted for. As a result, it is very important to adjust for confounding and covariates when detecting DMRs that are associated with disease.

1.4 Dissertation Overview

The goal of this dissertation is to detect DMRs associated with disease status, and DMRs associated with disease severity, especially regions have the pattern of increased (decreased) methylation rates as the disease progress.

The proposed statistical methods to detect DMRs are based on methylation data from Next-Generation Sequencing. They are able to not only adjust for covariates and other confounding factors that potentially affect disease risk, but also account for correlation of methylation rates among CpG sites.

Before presenting our statistical methods, literature reviews are performed on current statistical methods for detecting DMRs, and presented in Chapter 2. Some current statistical methods for detecting DMRs are based on, detecting individual differentially methylated cytosines (DMCs) first, and then chaining the CpG sites based on a pre-defined distance. More recently, statistical methods have been proposed to detect DMRs with control of false discovery rate (FDR) using functional data analysis. So far, there are no existing packages for detecting DMRs that are associated with disease severity, however some possible statistical solutions are discussed in Chapter 2.

Chapter 3 and 4 propose two methods to detect DMRs—kernel distance method (KDM) and scan statistic method (SSM). Since the methylation rates have been shown to
have strong association with individual covariates, logistic regression of methylation rates are used to adjust for covariates, before calculating kernel distance and scan statistics.

Kernel distance statistic in Chapter 3 is calculated as a function of the difference in methylation rates between case and control groups at each CpG site, incorporating the correlation among CpG sites using a kernel function. The main advantage of KDM is that it is fast to compute, since it can be expressed as a quadratic kernel statistic. However, the calculation of kernel distance statistic strongly depends on the scaling factor, which represents the lengths of DMRs. Since the lengths of DMRs along the genome are varying and unknown, this might reduce the power of KDM.

SSM in Chapter 4 uses likelihood ratio to test the difference of methylation rates between two groups. This method uses moving windows along the genome, with multiple window sizes, which would help to reflect locations and lengths of the DMRs, and eventually increase the power compared to KDM. Since methylation rates are correlated with those at close-by CpG sites, the correlation are adjusted by a mixed-effect model. SSM also has advantages that able to account for unequal sequencing coverage at a particular CpG site across all individuals, by adjusting the methylation counts and sequencing coverage based on Xu et al. (2013).

A Bayesian method with Bayes factor (BFM) are proposed and presented in Chapter 5, to detect DMRs that associated with severity levels of diseases, and detect the regions with increasing (or decreasing) methylation rates as the disease severity increases
(or decreases). Patients are classified into groups, based on the disease severity (e.g. stages of cancer), and DMRs are detected by using the moving windows along the genome. Within each window, the Bayes factor is calculated to compare two models corresponding to constant vs. monotonic methylation rates among the groups. A mixed-effect model is used to not only incorporate the correlation of methylation rates between CpG sites in the region, but also to adjust clustering effect of observations at a CpG site for each individual.

Computer simulations were conducted to compare using KDM and SSM to detect DMRs associated with disease status. They also were conducted to study the behavior of using BFM to detect DMRs that were associated with disease severity. The simulation results are presented in Chapter 6, and the applicability of all these methods are demonstrated using a bisulfite sequencing dataset from a chronic lymphocytic leukemia (CLL) study, with results presented in Chapter 7. In Chapter 8 we present conclusions for future work.
Chapter 2

Literature Review

Statistical methods have been developed to detect differentially methylated regions (DMRs) that are associated with disease status. Some current statistical methods for detecting DMRs, detect individual differentially methylated cytosines (DMCs) first, and then chaining the CpG sites based on pre-defined distance.

Therefore, statistical methods that compare methylation rates at each CpG site, between case and control groups, are reviewed in Section 2.1. Here we mainly focus on the statistical methods developed for bisulfite sequencing data.

It is important to define the regions when detecting DMRs. The most straightforward approach to define the regions is to use pre-defined regions, such as CpG islands, CpG shores, promoters and introns. Many statistical methods are proposed to detect DMRs by testing whether the pre-defined candidate regions are differentially methylated. These statistical methods and packages are reviewed in Section 2.2.

Statistical methods based on pre-defined regions must be distinguished from those that can define regions of differential methylation. The latter is considerably more difficult because ensuring control of the false discovery rate (FDR) at the region level is not trivial; in particular, FDR control at the site-level does not give a direct way to region-level control when the region itself is also to be defined (Lun and Smyth 2014).
Some statistical methods and packages that can detect DMRs without pre-defined regions are reviewed in Section 2.3.

There is no existing package to detect DMRs that are associated with disease severity; some possible solutions for statistical methods are discussed in Section 2.4.

2.1 Statistical Methods to Detect Differentially Methylated CpG Sites

Many statistical methods have been proposed to detect CpG sites that are associated with disease status. They focus on comprehensive DNA methylation analysis of single base site, in order to find differentially methylated cytosines (DMCs) (Bock 2012).

One naïve approach of testing differential methylation between groups (e.g., cases and controls) is to use Pearson’s chi-square test of independence with a 2 by 2 contingency table (methylated/unmethylated × case/control), which is based on the sum of the counts from NGS across subjects within a group for a given CpG site. However, this approach is problematic because it does not consider the differences of the sequencing coverage for different individuals. Without considering different sequencing coverage, the results would be biased since individuals with large sequencing coverage have undue influence on the test statistics.

In order to avoid the problems of unequal sequencing coverage for different individuals at one CpG site, methylation rate is used instead of methylated count alone. Methylation rates are calculated as the ratio of methylated counts over the sequencing
coverage at a CpG site for each individual. Using methylation rates also has advantage of taking into account of the between-subject variability in methylation levels, compared to using methylation counts.

Then Student’s $t$-test can be applied to methylation rates, to test the differences of methylation rates between two groups. However, as typical for proportion data, methylation rates are restricted between 0 and 1, while the $t$-test is defined over $-\infty$ to $\infty$. Especially, in real data, a substantial proportion of samples with CpG sites have methylation proportions equal 0 and 1. The distribution of methylation rates is typically skewed, and displays substantial heteroscedasticity (Smithson and Verkuilen 2006), it tends to show smaller variances when located near the boundaries 0 and 1 as compared to the center of the unit interval. Considering all the above reasons, the normality assumption of the $t$-test may not hold for NGS methylation data.

In order to solve the issues with a normality assumption, an alternative choice is using the Mann-Whitney U test. This nonparametric approach has greater efficiency than the $t$-test on non-normal methylation data, but it assumes all the observations are independent. In addition, this method doesn’t consider unequal sequencing coverage of every individual, at a CpG site.

Xu et al. (2013) proposed an adjusted chi-square statistic to detect differential methylated loci, by treating the NGS reads at a specific CpG site as a cluster within each individual, and then the problem becomes to compare two proportions in the presence of
clustered data. The methylation proportions are calculated based on adjusted methylation counts and coverage with design effects due to clustering.

The design effect used for adjustment is calculated based on Rao and Scott (1992), which is the ratio of estimated variances of methylation rates with clustering and without clustering, reflecting the variance inflation due to clustering. Here the estimated variance of methylation rates without clusters is based on a binomial distribution. This method has the advantage of no specific model assumption needed for the intra-cluster correlation, however, Xu et al. (2013) method cannot accommodate for other factors, such as confounders and covariates.

In order to adjust for covariates, logistic regression of methylation rates is considered, such as those used in the R package Methylkit (Akalin et al. 2012) to detect DMCs. The main advantage of logistic regression is that it allows for the inclusion of sample specific covariates, thus can adjust for confounding variables and covariates. This is very important for methylation data, since the methylation rates have been shown to be strongly associated with some individual covariates, such as age and gender.

Logistic regression calculates the log of the odds of methylation, which changes the range from 0 to 1 for methylation rates, to $-\infty$ to $\infty$ with the logit transformation. Then Wald test can be used to test association between methylation rates and disease status.

### 2.2 Statistical Methods to Detect DMRs with Pre-defined Regions
The R package Methylkit (Akalin et al. 2012) provides functionality to do either analysis on tiling windows across the genome or pre-defined regions of the genome. Within the windows or regions, logistic regression and Fisher’s exact test can be conducted to detect the differences of methylation levels between cases and controls. A sliding linear model (SLIM) method was used to correct for multiple hypothesis testing (Wang, Tuominen, and Tsai 2011).

Instead of using fixed-length tiling windows, differential methylation analysis package (DMAP) for reduced representation bisulfite sequencing (RRBS) data, usesMspI-digested fragment of 40-220 bp lengths (Stockwell et al. 2014). This brings the advantages of being able to detect some DMRs that can’t be detected with large moving windows. Especially for RRBS, only 2.5% of the genome is sequenced, the majority of windows will be empty or have partial inclusion of fragments. Further, if a small region is variably/differentially methylated between individuals, use of a 1000 bp or longer window might dilute the variation (Ehrlich and Lacey 2013). However, DMAP does not allow detection of DMCs, which need to be analyzed using MethylKit.

Both methods may result in inflated type I error rates when testing for group differences, by pooling reads among individuals. This is because methylation levels often vary significantly across individuals, as observed in cancer samples (Hansen et al. 2011). Also these methods have the disadvantage that they will unfortunately miss low-CpG-density DMRs that are abundant in the genome and critical for gene expression.
A whole genome DNA methylation analysis pipeline -- MethylSig (Park et al. 2014), uses the beta-binomial distribution to account for sequencing coverage and biological variation. It assumes that the observations are binomially distributed, conditional on the methylation proportion at a particular site, while the methylation proportion itself can vary across experimental units (e.g. patients), according to a beta distribution. This method also can incorporate local information across a chromosome to improve estimates of variances and/or methylation levels.

Recently, Ryu et al. (2016) developed a new statistical test based on functional data analysis, the generalized integrated functional test (GIFT), which tests for regional differences in methylation based on differences in the functional relationship between methylation rate and location of the CpG sites. In this method, subject-specific functional profiles are first estimated using wavelets, and the average profile within groups is calculated. An ANOVA-like test is used to compare groups for a region, by comparing the overall functional relationship to the average curve within each group. This method has the limitation that it mainly focuses on testing for differential methylation of a region, and other tools are needed to identify the candidate regions first.

2.3 Statistical Methods to Detect DMRs without Pre-defined Regions

Methods are being developed to detect DMRs without pre-defined regions, including bump-hunting techniques (Jaffe, Murakami, et al. 2012). This is a general method for bump detection. It introduces a bump hunting frame method that combines surrogate variable analysis (SVA) (Leek and Storey 2007), a statistical method for
modeling unexplained heterogeneity in genomic measurements, with regression modeling, smoothing techniques and modern multiple comparison approaches for detecting regions of interest based on high-throughput, genome-wide DNA methylation data. This method successfully exploits the correlation structure of methylation data to identify DMRs, and provides a genome-wide measure of uncertainty.

Besides bump-hunting techniques, some methods are developed specifically for detecting DMRs based on bisulfite sequencing data. For example, BSmooth (Hansen, Langmead, and Irizarry 2012), which has been reported as the first software package applicable to both methylated cytosine (mC) calling and DMR detection (Saito, Tsuji, and Mituyama 2014); also BiSeq, an algorithm developed by Hebestreit, Dugas, and Klein (2013) based on targeted bisulfite sequencing approaches, such as RRBS. Both methods use functional data analysis methods, where the functional relationship between methylation and location is modeled to estimate a subject-specific profile.

BSmooth is a pipeline to detect DMRs in whole genome bisulfite sequencing data, it basically relies on a local-likelihood smoother to smooth the methylation values sample-wise, which is appropriate to the slowly changing methylation levels over a region observed in the data. The group differences are tested via a test statistic that is similar to a $t$-test at each CpG site, DMRs are defined as adjacent CpG sites with absolute $t$-statistics above a pre-defined threshold with permutations for significance testing.

However, this method depends on the pre-defined threshold for absolute $t$-statistics, which would hinder automated analysis and possible lead to biased conclusion.
Moreover, fixed-length chaining criteria may be problematic for detecting DMRs whose lengths range from hundreds of base pairs as in small CpG islands, to millions of base pairs as in cancer aberrations (Hon et al. 2012).

In order to improve this, Li et al. (2013) created an optimized algorithm – eDMR, for detecting and annotating DMRs. It uses an adjustable spatial parameter for distance that bins the data into segments, in order to exam the spatial auto correlation of methylation data based on both the methylation changes and the p-values for each bin (Pedersen et al. 2012). Then they calculate the significance of the regions by combining the p-values of DMCs within the refined region. A false discovery rate (FDR) correction is also applied to correct for multiple hypothesis testing for the combined p-values.

BiSeq is a package that also uses FDR procedure to control the expected proportion of incorrectly rejected regions. The main advantage of BiSeq compared to BSmooth is power improvement by a hierarchical procedure. Also, it takes spatial dependence into account. It starts with using a beta-binomial model to account for biological variation between replicates, and then tests significance at each CpG site in all target regions for methylation differences, with a triangular kernel to capture the step-like changes observed in their data. The resulting p-values for each CpG site are transformed into normalized z-scores, and then the average is calculated for a given region, and compared to those obtained from resampling data. Eventually, the significant target regions are trimmed to the actually DMRs.
Model-based Analysis of Bisulfite Sequencing data -- MOABS (Sun et al. 2014) is another package that using beta-binomial model for replicated bisulfite sequencing (BS-seq) DNA methylation data. The advantage of MOABS is the introduction of a new metric, called credible methylation difference. Instead of using \( p \)-values, using credible methylation differences can not only indicate DMRs, but also directly measure the magnitude of the methylation differences. The MOABS authors suggested grouping differentially methylated sites into DMRs using a hidden Markov model or alternatively testing of pre-defined regions, but no specific details were given. Besides that, MOABS does not sacrifice resolution with low sequencing coverage, and it even has enough power to detect single CpG resolution differential methylation in low CpG density regulatory regions, with low-depth BS-seq experimental design (Sun et al. 2014).

The package – Dispersion shrinkage for sequencing data (DSS), also uses a beta-binomial model, to account for this hierarchy of variation between and within replicates (Feng, Conneely, and Wu 2014). A shrinkage approach is used to improve the performance when the number of replicates is low. However, DSS method can’t control FDR when defining DMRs. These authors also considered the situation with only one sample in each group, and developed DSS-single (Wu et al. 2015). Since this method has difficulty to calculate variation with only one sample, information from neighboring CpG sites are used to estimate biological variation, by incorporating spatial correlation using smoothing procedure.
Another method, Spatial Clustering Method (SCM), developed by Yip et al. (2014) can detect DMRs using both methylation measurements and locations of CpG sites. However, they can’t account for covariates. Also, this method doesn’t consider unequal sequencing coverage from all individuals at each CpG site.

### 2.4 Statistical Methods to Detect DMRs associated with Disease Severity

Besides detecting DMRs with different methylation rates between cases and controls, it is also important to detect DMRs associated with multiple disease severity groups. That can help to have a better understanding of disease progression and to predict clinical aggressiveness.

However, most analysis are conducted by creating dichotomies based on biological subtypes, such as early and late cancer stages, and then detect DMRs by comparing the differences of DNA methylation rates between two groups (Klajic et al. 2013, Watts et al. 2008, Hoque 2009). Although such approaches are not incorrect, they may lose the information of the multiple disease status due to collapsing or ignoring of groups, and it cannot provide optimal features for the analysis.

In order to use multiple disease status, it is possible to run multiple testing for the association between DNA methylation and multiple group responses, using the methods for two groups. Although we can simply run analysis for all pair-wise comparisons and reduce them, it is not trivial when considering the regional nature of DMR, and would increase the multiple testing burden.
Another possible method is the generalized linear model that includes indicator variables for different levels of disease status. This method has the advantage that it can adjust for covariates. However analysts are often faced with noisy estimates of the category-specific regression coefficients, which can lead to unreasonable patterns in the regression coefficients corresponding to different levels of disease status, and eventually reduce the power (Dunson 2003).

In order to improve the efficacy of an overall test, one can take advantage of the fact that cancer develops through a series of stages, or different levels of disease severity in general, and develop statistical methods that can incorporate the ordering of disease status. However, the widely used trend test is not an ideal method, since it requires scores or weights for different levels of disease status, which are generally unknown.
Chapter 3

Kernel Distance Method to Detect DMRs Associated with Disease Status

3.1 Introduction

In order to detect differentially methylated regions (DMRs) along the genome, a kernel distance method (KDM) is proposed to detect the regions of CpG sites, which have different methylation rates between case and control groups.

Tango (1984) proposed a KDM to detect geographical clustering of disease. This method begins with a defined geographic area, taking all possible \( n(n - 1)/2 \) pairs of \( n \) cases, and evaluates positive relationships of spatial distances between the members of a pair (Mantel 1967). If a cluster of diseased cases exists, however, the average pairwise distances among them can be drowned out by many pairs of random large distances. For this reason, it is very important to find a good measure of distances between two points.

Mantel (1967) and others suggested truncating larger distances, with a pre-defined critical distance. Alternatively, Tango (1984) used a nonlinear metric of distance that decreases more rapidly than linear, and also proposed a quadratic statistic

\[
Q = r'Ar,
\]

where \( r \) is a vector of relative frequencies, and \( A \) is a pre-defined matrix of a measure of closeness between two points. The matrix \( A \) is later referred to as the kernel matrix in
Schaid et al. (2013), which can serve as a smoother to create a plot. If this null hypothesis is rejected, showing evidence of true DMRs, peaks in smoothing plot would be observed, which will help to detect and locate DMRs.

Many researchers have tried to find an appropriate kernel matrix to measure the closeness. Tango (1984) first introduced the matrix \( A \) with \((i,j)\) entry \( A_{ij} \) as

\[
A_{ij} = e^{-d_{ij}},
\]

where \( d_{ij} \) denotes the linear distance between two points \( i \) and \( j \), and extended it to a more generalized form (Tango 1995),

\[
A_{ij} = \begin{cases} 
    e^{-d_{ij}/\tau}, & |d_{ij}/\tau| \leq 1 \\
    0, & \text{otherwise}
\end{cases},
\]

which is more natural in general and also relatively robust to the selection of the scaling parameter \( \tau \). However, considering the unclear interpretation of \( \tau \), Tango (2000) proposed another exponential threshold model,

\[
A_{ij} = \begin{cases} 
    e^{-4(d_{ij}/\tau)^2}, & |d_{ij}/\tau| \leq 1 \\
    0, & \text{otherwise}
\end{cases}.
\]

The scale parameter \( \tau \) is interpreted as a measure of cluster size, equal to the maximum allowed distance between cases in the same cluster. Cases further apart cannot be considered to be in the same cluster. Large values of \( \tau \) are sensitive to large cluster, and small values of \( \tau \) to small cluster. Schaid et al. (2013) used the tri-weight function

\[
A_{ij} = \begin{cases} 
    \left(1 - (d_{ij}/\tau)^2\right)^3, & |d_{ij}/\tau| \leq 1 \\
    0, & \text{otherwise}
\end{cases}.
\]
which has similar shape as a popular non-compact Gaussian function \( A_{ij} = e^{-d_{ij}/\tau} \) with similar scaled distance.

KDM provided by Schaid et al. (2013) can be used to model methylation rates, which is calculated based on the difference of methylation rates between case and control groups for each CpG site, with the tri-weight kernel function to measure how the correlation of the methylation rates at different CpG sites depend on the distance between CpG sites. As we know, the correlations of methylation rates at different CpG sites in DMRs decrease as the distances of the two CpG sites increase.

Considering that confounding factors and covariates could affect methylation rates, the methylation rates are adjusted using logistic regression, before calculating the kernel distance statistic. First, we calculate the adjusted expected values of methylation counts at each CpG site for each individual, and then the sum of differences between observed and expected values of methylation counts (residuals) is used to calculate the adjusted methylation rates over all individuals at each CpG site for cases and controls.

Finally DMRs are detected by calculating kernel distance statistic based on the difference of adjusted methylation rates between case and control groups at each CpG site.

### 3.2 Kernel Distance Method to Detect DMRs
KDM is proposed here to detect DMRs, by adapting Schaid et al. (2013)’s method. Suppose $m_{kij}$ is the count of the methylation molecules at CpG site $j$ of individual $i$ in group $k$, here $k = A$ for cases and $k = U$ for controls. We assume that 

$$m_{kij} \sim B(c_{kij}, p_{kij}),$$

where $c_{kij}$ is the coverage, and $p_{kij}$ is the true methylation rate at CpG site $j$ for individual $i$ in group $k$, $k = A, U, i = 1, 2, ..., n_k, j = 1, 2, ..., s$.

Considering individual covariates, such as age and gender, we first use logistic regression to fit all data from both groups,

$$\log \left( \frac{p_{kij}}{1 - p_{kij}} \right) = \log \left( \frac{m_{kij}}{c_{kij} - m_{kij}} \right) = \beta_0 + \beta_1 x_{ki},$$

(3.1)

where $x_{ki}$ represents the covariate value of individual $i$ in group $k$. The fitted odds are calculated for methylation at CpG site $j$ for individual $i$ in group $k$, then are used to get the corresponding expected methylation rate

$$\hat{p}_{kij} = \frac{\hat{m}_{kij}}{\hat{c}_{kij}} = \frac{\exp(\hat{\beta}_0 + \hat{\beta}_1 x_{ki})}{1 + \exp(\hat{\beta}_0 + \hat{\beta}_1 x_{ki})},$$

(3.2)

with the difference of observed and expected methylated counts at CpG $j$ for individual $i$ in group $k$ is calculated as adjusted methylation count

$$r_{kij} = m_{kij} - \hat{p}_{kij} c_{kij}.$$  

(3.3)

with sums are calculated at CpG site $j$ in case and control groups, respectively. That is, 

$$r_{Aj} = \sum_{i=1}^{n_A} r_{Aij} \text{ and } r_{Uj} = \sum_{i=1}^{n_U} r_{Uij}. $$

Then the group effects for cases and controls are quantified as
\[ \hat{\beta}_{Aj} = \frac{r_{Aj}}{c_{Aj}} \text{ and } \hat{\beta}_{Uj} = \frac{r_{Uj}}{c_{Uj}}, \]

with

\[ C_{Aj} = \sum_{i=1}^{n_A} c_{Ai} \text{ and } C_{Uj} = \sum_{i=1}^{n_U} c_{Ui}, \]

Eventually the difference between two groups

\[ \delta_j = \hat{\beta}_{Aj} - \hat{\beta}_{Uj} \]

is calculated at each CpG site, and used in the quadratic statistic

\[ Q = \delta' A \delta, \]

where \( A \) is a pre-defined matrix representing the correlations of methylation rates between CpG sites.

Generally, the correlations of methylation decrease as the distances of the two CpG sites increase. Therefore the kernel matrix \( A \) should be based on a function that determines how rapidly the correlation decreases to 0 as the distance increases. Here we use the tri-weight function (Schaid et al. 2013),

\[ A_{ij} = \begin{cases} (1 - (d'_{jl})^2)^3, & d'_{jl} \leq 1 \\ 0, & \text{otherwise} \end{cases}, \]

where \( d'_{jl} = d_{jl}/\tau \) is a scaled distance based on scaling factor \( \tau \), and \( d_{jl} \) measures the distance between CpG site \( j \) and site \( l \).

Since the lengths and numbers of DMRs are unknown and difficult to predict, and the lengths of DMRs are varying in the whole area under study, it is difficult to determine the value of scaling factor that represent the cluster size. When an appropriate size of
clusters cannot be predicted and many clusters are expected, it is common to repeat the procedure using different values of $\tau$. Tango (2000) suggests allow $\tau$ to vary continuously from a small value near zero upwards until $\tau$ reaches about half the size of the whole study area. For convenience, we consider 10 values of $\tau$ as proposed by Schaid et al. (2013).

When a single test statistic is computed, the distribution of the kernel distance statistic can be well approximated by a scaled chi-square distribution (Tango 2012). However, the use of multiple scaling factors leads to the inappropriateness of an approximating scaled chi-square distribution to calculate $p$-values, and permutation method is required instead. In order to avoid multiple testing problems caused by multiple scaling factors, the minimum $p$-value across multiple scaling factors is used.

When the null hypothesis is rejected, the scaling factor that corresponding to the minimum $p$-value is recorded as the length of DMR, $\tau^*$, and the corresponding kernel distance can be calculated as,

$$Q(\tau^*) = \sum_{j=1}^{m} \sum_{l=1}^{m} (A_{jl}(\tau^*) \delta_j \delta_l),$$

with percent contribution to $Q(\tau^*)$ at each CpG site calculated as $U_j(\tau^*)/Q(\tau^*)$, where

$$U_j(\tau^*) = \sum_{i=1}^{m} (A_{jl}(\tau^*) \delta_j \delta_l).$$

Then the distribution of methylation rates can be plotted based on the percent contribution $U_j(\tau^*)/Q(\tau^*)$ versus CpG site $j$, which can give us a graphical view of potential DMRs.
One advantage of KDM is able to use logistic regression to adjust for covariates that would affect the association between methylation and disease status, and can account for the correlation among CpG sites by using the kernel function, when detecting DMRs. The tri-weight kernel function in our proposed method can model the decreased correlation of methylation rates among CpG sites, as the distances increased.

This method also has the advantage of very fast computing time (Schaid et al. 2013), however, the power of KDM is reduced since it strongly depends on the pre-defined scaling parameter $\tau$ to reflect the unknown value of cluster size. If the value of $\tau$ is not close to the actual size, it might become difficult to detect real DMRs.

A method that will allow choosing the value of a parameter to reflect the scale at which clustering occurs, would be a good alternative in terms of achieving higher statistical power.
Chapter 4

Scan Statistic Method to Detect DMRs

4.1 Introduction

Scan statistic method (SSM) is an alternative to KDM in order to detect DMRs associated with disease status. SSM is a likelihood-based method, calculates the likelihood ratio to test the difference of methylation rates between two groups. This method uses moving windows along the genome, with multiple window sizes, allowing more accurate evaluation of the location and sizes of DMRs.

SSM is first studied by Naus (1965) to detect clusters in a point process in the one-dimensional setting. He applied the idea of maximum frequency to the case of ungrouped data and proposed a ‘scan’ test to test the null hypothesis of a purely random Poisson process, which assumes the probability of cases follows a uniform distribution across different locations.

However, it is well known that methylation data do not follow a uniform distribution, therefore, a reasonable modification is needed to take into account more accurate underlying distributions of methylation data. Kulldorff (1997) developed a likelihood-based SSM, which was extended to detect genetic variants by Ionita-Laza et al. (2012) by considering the Bernoulli distribution of variants at each position for every individual. The scan statistic is calculated based on the likelihood ratio of the frequencies.
of variants carried among cases and controls within a window versus outside the window, with moving windows along the whole genome. Then the maximum scan statistic over the windows of all possible window sizes is defined as the global statistic. However, the approach considered by Ionita-Laza et al. (2012) can’t be adapted for methylation data, since methylated counts at each CpG site for every individual follow a binomial distribution instead, conditional on the sequencing coverage.

We propose a new approach based on scan statistic for methylation data, which not only uses a binomial distribution for the methylation counts, but also allows the correlation of methylation rates between CpG sites. A mixed-effect logistic regression model is used for accounting for correlation of methylation rates between CpG sites, and estimating methylation counts. Besides that, the mixed-effect model can also allow for individual covariates such as age and gender.

The differences between the observed and expected methylated counts (residuals) are calculated based on the mixed-effect regression logistic model, and adjusted by “design effect”, which is calculated at each CpG site as proposed by Xu et al. (2013). Considering unequal sequencing coverage of all individuals in the case and control group at each CpG site, the inflation factor for variance inflation, which is called “design effect”, is calculated by treating NGS reads at each CpG site as clusters within each individual. These clusters are a natural result of the experimental design and the nature of the binomial data being measured on each subject within each group. The sequencing
coverage at each CpG site are also adjusted by the design effect, and in turn used to calculate the scan statistic.

SSM has an advantage of being able to detect DMRs with more than two groups with multinomial group responses. The details of SSM with multinomial responses are presented in Section 4.3.

**4.2 Scan Statistic Method for Case-control Studies**

In this Section, we will develop SSM to detect DMRs based on the difference in methylation rates between two groups (cases and controls). Since methylation rate at each CpG site are affected by those of close-by CpG sites, the correlation of methylation rates is adjusted by a mixed-effect model first.

**4.2.1 Adjusting for correlation between CpG sites**

Suppose $m_{kij}$ is the count of the methylation molecules at CpG site $j$ of individual $i$ in group $k$, here $k = A$ for cases and $k = U$ for controls. We assume that $m_{kij} \sim B(c_{kij}, p_{kij})$, where $c_{kij}$ is the coverage, and $p_{kij}$ is the true methylation rate at CpG site $j$ for individual $i$ in group $k$, $k = A, U, i = 1, 2, ..., n_k, j = 1, 2, ..., s$.

To account for the correlation of methylation rates for nearby CpG sites, a random slope and intercept logistic regression model is considered to model methylation counts at each CpG site for every individual. A random slope and intercept logistic regression has the following form,

$$\log \left( \frac{p_{kij}}{1 - p_{kij}} \right) = \log \left( \frac{m_{kij}}{c_{kij} - m_{kij}} \right) = \beta_0 + \beta_1 s_j + \beta_2 x_{ki} + \nu_{0ki} + \nu_{1ki} s_j,$$

(4.1)
where $s_j$ represents the distance of CpG site $j$ from the start point. In the mixed-effect model setting, the random effect $\mathbf{v}_{ki} = (\mathbf{v}_{0ki}, \mathbf{v}_{1ki})$ is assumed to vary independently across individuals, with $\mathbf{v}_{ki} \sim N\left(0, \begin{pmatrix} \sigma^2_{v_{0ki}} & \sigma_{v_{0ki}} \sigma_{v_{1ki}} \\ \sigma_{v_{0ki}} \sigma_{v_{1ki}} & \sigma^2_{v_{1ki}} \end{pmatrix} \right)$.

By adding $x_{ki}$ in the mixed-effect model (4.1), we can also adjust for the covariates as in (3.1). The fitted odds of methylation counts can be calculated for CpG site $j$ of individual $i$ in group $k$, and can be used to get the corresponding adjusted expected methylation rate $\hat{p}_{kij}$ as in (3.2). The difference of observed and expected methylated counts at CpG $j$ for individual $i$ in group $k$ is calculated as residual $r_{kij} = m_{kij} - \hat{p}_{kij} c_{kij}$ as in (3.3), $k = A, U, i = 1, 2, \ldots, n_k, j = 1, 2, \ldots, s$.

Considering the unequal sequencing coverage among individuals in a group at each CpG site, NGS reads at each CpG site within an individual is treated as a cluster, and the clustered data analysis method used by Xu et al. (2013) is adopted in our method. To calculate the design effect of clustered data, we first calculate the adjusted methylation counts $r_{Aj}$ and $r_{Uj}$ at CpG site $j$ in case and control groups, respectively, ignoring the clustering within individuals. That is,

$$r_{Aj} = \sum_{i=1}^{n_A} r_{Ai j} \quad \text{and} \quad r_{Uj} = \sum_{i=1}^{n_U} r_{Uij}.$$

Then the group effects are quantified as,

$$\hat{\beta}_{Aj} = \frac{r_{Aj}}{c_{Aj}} \quad \text{and} \quad \hat{\beta}_{Uj} = \frac{r_{Uj}}{c_{Uj}},$$

with
\[ C_{Aj} = \sum_{i=1}^{n_A} c_{Ai} \text{ and } C_{Uj} = \sum_{i=1}^{n_U} c_{Ui}. \]

The variances of the group effects are given by

\[ \hat{\mathbb{V}}(\hat{\beta}_{Aj}) = \frac{n_A \sum_{i=1}^{n_A} (r_{Ai} - c_{Ai})^2}{(n_A - 1) c_{Aj}^2} \text{ and } \hat{\mathbb{V}}(\hat{\beta}_{Uj}) = \frac{n_U \sum_{i=1}^{n_U} (r_{Uj} - c_{Uj})^2}{(n_U - 1) c_{Uj}^2}. \]

However, without clustering, the variances of the group effects from a binomial distribution would be

\[ \hat{\mathbb{V}}_B(\hat{\beta}_{Aj}) = \frac{\hat{\beta}_{Aj}(1 - \hat{\beta}_{Aj})}{c_{Aj}} \text{ and } \hat{\mathbb{V}}_B(\hat{\beta}_{Uj}) = \frac{\hat{\beta}_{Uj}(1 - \hat{\beta}_{Uj})}{c_{Uj}}. \]

The design effects are defined as,

\[ d_{Aj} = \frac{\mathbb{V}(\hat{\beta}_{Aj})}{\hat{\mathbb{V}}_B(\hat{\beta}_{Aj})} \text{ and } d_{Uj} = \frac{\mathbb{V}(\hat{\beta}_{Uj})}{\hat{\mathbb{V}}_B(\hat{\beta}_{Uj})}. \quad (4.2) \]

The design effects are then used to calculate sum of adjusted methylation counts and sequencing coverage in cases and controls as

\[ \tilde{r}_{Aj} = \begin{bmatrix} r_{Aj} \\ d_{Aj} \end{bmatrix} \text{ and } \tilde{r}_{Uj} = \begin{bmatrix} r_{Uj} \\ d_{Uj} \end{bmatrix}. \quad (4.3) \]

\[ \tilde{C}_{Aj} = \begin{bmatrix} c_{Aj} \\ d_{Aj} \end{bmatrix} \text{ and } \tilde{C}_{Uj} = \begin{bmatrix} c_{Uj} \\ d_{Uj} \end{bmatrix}. \quad (4.4) \]

### 4.2.2 Binomial Scan Statistic

We assume \( \tilde{r}_{Aj} \sim B(\tilde{C}_{Aj}, p_A) \) and \( \tilde{r}_{Uj} \sim B(\tilde{C}_{Uj}, p_U) \), where \( p_A - p_U \) is the true difference in methylation rates between cases and controls. Considering \( \tilde{r}_{kj} \sim B(\tilde{c}_{kj}, p_k) \), then the likelihood of \( \tilde{r}_{kj} \) is given by

\[ f(\tilde{r}_{kj}) = \binom{\tilde{c}_{kj}}{\tilde{r}_{kj}} p_k^{\tilde{r}_{kj}} (1 - p_k)^{\tilde{c}_{kj} - \tilde{r}_{kj}} \]
\[
\begin{align*}
&= \left( \frac{\tilde{c}_{kj}}{\tilde{r}_{kj}} \right) \exp \left( \tilde{r}_{kj} \log \left( \frac{p_k}{1 - p_k} \right) + \tilde{c}_{kj} \log (1 - p_k) \right).
\end{align*}
\]

For a specific window, after adjusting for correlation between CpG sites by using the mixed-effect model, \((\tilde{r}_{k1}, \tilde{r}_{k2}, \ldots, \tilde{r}_{ks})\) for the \(s\) consecutive CpG sites are assumed to be independent. Then the joint likelihood of adjusted methylation counts over consecutive \(s\) CpG sites in the defined region for group \(k\) is the product of the likelihoods of the \(s\) CpG site, which can be expressed as,

\[
f(\tilde{r}_{k1}, \tilde{r}_{k2}, \ldots, \tilde{r}_{ks}) = \prod_{j=1}^{s} \left( \frac{\tilde{c}_{kj}}{\tilde{r}_{kj}} \right) \exp \left( \tilde{r}_{kj} \log \left( \frac{p_k}{1 - p_k} \right) + \tilde{c}_{kj} \log (1 - p_k) \right)
\]

\[
= \prod_{j=1}^{s} \left( \frac{\tilde{c}_{kj}}{\tilde{r}_{kj}} \right) \exp \left\{ \sum_{j=1}^{s} \tilde{c}_{kj} \left( \frac{\sum_{j=1}^{s} \tilde{r}_{kj}}{\sum_{j=1}^{s} \tilde{c}_{kj}} \log \left( \frac{p_k}{1 - p_k} \right) + \log (1 - p_k) \right) \right\}.
\]

From this likelihood, we can see that the distribution of adjusted methylated counts follow a one-parameter exponential family \(y = (\tilde{r}_{k1}, \tilde{r}_{k2}, \ldots, \tilde{r}_{ks}) \sim EXP(\eta, \phi, T, B_e, a)\) where

\[
T(y) = T(\tilde{r}_{k1}, \tilde{r}_{k2}, \ldots, \tilde{r}_{ks}) = \frac{\sum_{j=1}^{s} \tilde{r}_{kj}}{\sum_{j=1}^{s} \tilde{c}_{kj}}
\]

\[
\eta = \log \left( \frac{p_k}{1 - p_k} \right) \rightarrow p_k = \frac{\exp(\eta)}{1 + \exp(\eta)}
\]

\[
B_e(\eta) = -\log(1 - p_k) = \log(1 + e^\eta)
\]

\[
\phi = \frac{1}{\sum_{j=1}^{s} \tilde{c}_{kj}}
\]

\[
a(\phi) = 1
\]

38
and the log-likelihood $l(\eta; y) = (\eta T(y) - B_e(\eta))/\phi$ after ignoring an additive constant that does not depend on $\eta$.

Based on this likelihood function, we can find the maximum likelihood estimator (MLE) of parameter $\eta$ in the one-parameter exponential family $\text{EXP}(\eta, \phi, T, B_e, a)$ as $\hat{\eta} = g_e(T(y))$, where $g_e(T) = (B'_e)^{-1}(T) = \log(T) - \log(1 - T)$ (Agarwal, Phillips, and Venkatasubramanian 2006).

Let $\eta_A$ and $\eta_U$ be the parameters for the data with two groups in the same specified region. In order to test the hypotheses $H_0: \eta_A = \eta_U$ versus $H_1: \eta_A \neq \eta_U$, the ratio of the likelihood under $H_1$ versus $H_0$ can be used as a test statistic. More conveniently, we can use the log of this likelihood ratio as our test statistic, which we can refer to as the scan statistic. It is given by

$$\Delta = \kappa(T_A, \Phi_A) + \kappa(T_U, \Phi_U) - \kappa(T, \Phi).$$

where $\kappa(x, y) = (x g_e(x) - B_e(g_e(x)))/y$ and $\frac{1}{\Phi} = \frac{1}{\Phi_A} + \frac{1}{\Phi_U}$, $T = b_A T_A + (1 - b_A) T_U$ with $b_A = \frac{1}{\Phi_A} / (\frac{1}{\Phi_A} + \frac{1}{\Phi_U})$. Here we have

$$\Phi_A = \frac{1}{\sum_{j=1}^{s} \tilde{c}_{Aj}} \text{ and } \Phi_U = \frac{1}{\sum_{j=1}^{s} \tilde{c}_{Uj}};$$

$$T_A = \frac{\sum_{j=1}^{s} \hat{r}_{Aj}}{\sum_{j=1}^{s} \tilde{c}_{Aj}} \text{ and } T_U = \frac{\sum_{j=1}^{s} \hat{r}_{Uj}}{\sum_{j=1}^{s} \tilde{c}_{Uj}}$$

for cases and controls.

The statistic $\Delta$ is called binomial scan statistic, and it is the measure of the strength of $H_1$ versus $H_0$. The larger $\Delta$ is, the more likely it is that $H_1$ is true. For each
moving window, the binomial scan statistic can be calculated using (4.5), which can further be decomposed as,
\[
\Delta = \frac{T}{\Phi} \left( r_A \log \left( \frac{r_A}{b_A} \right) + \left( \frac{b_A}{T} - r_A \right) \log \left( 1 - T \frac{r_A}{b_A} \right) + \left( 1 - r_A \right) \log \left( \frac{1 - r_A}{1 - b_A} \right) \right)
\]
\[
+ \left( \frac{1 - b_A}{T} - 1 + r_A \right) \log \left( 1 - T \frac{1 - r_A}{1 - b_A} \right) - \frac{1}{\Phi} \log(1 - T)
\]
where \( b_A = \frac{\sum_{j=1}^g \hat{c}_{Aj}}{\sum_{j=1}^g \hat{c}_{Aj} + \sum_{j=1}^g \hat{c}_{Uj}} \), \( r_A = \frac{\sum_{j=1}^g \hat{r}_{Aj}}{\sum_{j=1}^g \hat{r}_{Aj} + \sum_{j=1}^g \hat{r}_{Uj}} \), \( T = \frac{\sum_{j=1}^g \hat{r}_{Aj} + \sum_{j=1}^g \hat{r}_{Uj}}{\sum_{j=1}^g \hat{c}_{Aj} + \sum_{j=1}^g \hat{c}_{Uj}} \), and
\[
\Phi = \frac{1}{\sum_{j=1}^g \hat{c}_{Aj} + \sum_{j=1}^g \hat{c}_{Uj}}.
\]

### 4.3 Scan Statistic Method for Multinomial Responses

Here we consider scenario that the number of groups is greater than two, and the groups are classified based on multinomial responses, such as different types of cancer patients and control group. The goal is to test whether there is any significant difference of methylation rates among these groups.

Before testing the differences among groups, the methylation counts and sequencing coverage need to be adjusted. As in Section 4.2, first we use the mixed-effect logistic regression model (4.1) to adjust for relevant covariates and the correlation of methylation rates among CpG sites. As before, we allow different sequencing coverage for different individuals at each CpG site. The design effects in (4.2) are calculated based on Xu et al. (2013), and used to calculate adjusted methylation counts \( \hat{r}_{kj} \) and sequencing coverage \( \hat{C}_{kj} \) for group \( k \) at CpG site \( j \), as in (4.3) and (4.4).
Assuming all CpG sites in a DMR for group $k$ have same methylation rate $p_k$, with adjusted methylation counts $\tilde{r}_{kj} \sim B(\bar{c}_{kj}, p_k)$. Let $\eta_k = \log \left( \frac{p_k}{1-p_k} \right)$ be the parameters for the logit transformation of methylation rates of group $k$, then we are testing the hypothesis

$$H_0: \eta_1 = \eta_2 = \cdots = \eta_K = \eta$$

$$H_1: \text{Not all } \eta_1, \eta_2, \ldots, \eta_K \text{ are equal}$$

Here the groups are assumed to be independent, and the ratio of the likelihood under $H_1$ versus $H_0$ can be used as a test statistic. More conveniently, we can use the log of this likelihood ratio as our test statistic, which we can refer to as the scan statistic. It is given by

$$\Delta = \sum_{k=1}^{K} \kappa(T_k, \Phi_k) - \kappa(T, \Phi),$$

where $\kappa(x, y) = (x g_e(x) - B_e(g_e(x))) / y$ and $T_k = \frac{\sum_{j=1}^{s} \tilde{r}_{kj}}{\sum_{j=1}^{s} \bar{c}_{kj}}$, $\Phi_k = \frac{1}{\sum_{j=1}^{s} \bar{c}_{kj}}$. Define $\Phi = \frac{1}{\sum_{k=1}^{K} \phi_k}$, $T = \sum_{k=1}^{K} b_k T_k$ with

$$b_k = \frac{\phi_k}{\Phi} = \frac{1}{\sum_{k=1}^{K} \phi_k} = \frac{\sum_{j=1}^{s} \bar{c}_{kj}}{\sum_{k=1}^{K} \sum_{j=1}^{s} \bar{c}_{kj}}.$$ Then we have the scan statistic (4.6) simplified to,

$$\Delta = \sum_{k=1}^{K} T_k \left( r_k \log \left( \frac{r_k}{b_k} \right) + \frac{b_k}{T} - r_k \right) \log \left( 1 - \frac{r_k}{b_k} \right) - \frac{1}{\Phi} \log (1 - T)$$

where $b_k = \frac{\sum_{j=1}^{s} \bar{c}_{kj}}{\sum_{k=1}^{K} \sum_{j=1}^{s} \bar{c}_{kj}}$, $r_k = \frac{\sum_{j=1}^{s} \tilde{r}_{kj}}{\sum_{k=1}^{K} \sum_{j=1}^{s} \bar{c}_{kj}}$ and $\Phi = \frac{1}{\sum_{k=1}^{K} \sum_{j=1}^{s} \bar{c}_{kj}}$. $T = \frac{\sum_{k=1}^{K} \sum_{j=1}^{s} \tilde{r}_{kj}}{\sum_{k=1}^{K} \sum_{j=1}^{s} \bar{c}_{kj}}$. 
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The scan statistic \( \Delta \) is calculated for each window using moving windows with a variable window (VW) size approach across the whole genome. DMR is the window with the highest value of the scan statistic. For each window \( W \) of size \( w \), the binomial scan statistic can be calculated, and the one with the highest value denoted by \( LR_w \). Then the maximum of \( LR_w \) over all values of \( w \) is used as the global statistic,

\[
LR = \max_w LR_w.
\]

However, \( LR \) calculation is unstable if the frequency of methylated counts within a given window is 0, for either cases or controls, a pseudo-count of 1 is added to the adjusted methylated and unmethylated counts at each CpG site, these additions efficiently assume that the null hypothesis is true at all sites.

Since the distribution of the scan statistic is unknown, an approximate \( p \)-value for the window with the largest \( LR_w \) is calculated using the permutation method. For case-control studies, SSM is expected to have higher power than the KDM, since SSM using moving window with variable window size overcomes the difficult problem of determining the value of scaling factor \( \tau \) in the KDM. The use of moving windows also can result more accurate region of DMRs. In addition, SSM accounts for within cluster correlation by using the clustering effect based on Xu et al. (2013), while KDM does not.

SSM also has the advantage that it can be used for more than two groups, while KDM can only be used for two groups since it is calculated based on the difference of methylation rates at each CpG site. Though SSM can handle multiple groups, it cannot account for the ordering of the group responses. If ordering needs to be considered, the
maximum likelihood estimate becomes extremely tedious to calculate. Therefore, alternative approaches need to be developed to handle ordered multiple groups.
Chapter 5

A Bayesian Approach to Detect DMRs Associated with Disease Severity

5.1 Introduction

The KDM in Chapter 3 can only be used only for testing differentially methylation in two groups, while SSM can be extended to multinomial group responses. Here we consider groups classified based on ordinal responses, such as different stages of cancer, or severity levels of diseases, and test the association between methylation rates and disease severity, and find DMRs having the pattern of increased methylation rates as the diseases progresses. To this end, we propose a statistical method that not only can adjust for correlation of methylation rates between and within CpG sites, but also can incorporate monotonicity in response.

Classical statistical inference under constrained parametric spaces has been addressed by many authors, among which Bartholomew (1959) presented one of the first tests for the binomial problems employing inequality constraints. He proposed a test of $H_0: p_1 = p_2 = \cdots = p_K$ against the simple order $H_1: p_1 \leq p_2 \leq \cdots \leq p_K$ with at least one strict inequality, here $p_k$ ($k = 1, 2, \ldots, K$) represents the binomial proportion. Under $H_0$, the ML estimator of $p_k$ is the overall sample proportion $\pi_k$. If the sample binomial proportion satisfies $\pi_1 \leq \pi_2 \leq \cdots \leq \pi_K$, then the order-restricted ML estimator is $\hat{p}_k =$
However, sometimes the sample proportions may not satisfy the ordering $\pi_1 \leq \pi_2 \leq \cdots \leq \pi_K$, in that case, calculation of the restricted maximum likelihood estimator (RMLE) is subject to arbitrary orderings in the parameters is often difficult, and requires specialized algorithms that are not easily generalizable (Dunson 2003).

In order to solve this problem, Robertson and Wegman (1978) proposed a likelihood ratio statistic for the inequality-constrained binomial problem as a special case of an LR test, which compares parameters for independent samples from a single-parameter exponential family distribution. Before calculating the test statistic, they used the pool adjacent violator algorithm (Ayer et al. 1955) to pool “out-of-order” categories for which $\pi_k > \pi_{k+1}$ until the resulting sample proportions are monotone increasing. The order-restricted ML estimators $\hat{p}_k$ are the adjusted sample proportions.

The idea of applying an isotonic transformation to the unconstrained parameter estimates, motivated Dunson (2003) to create a Bayesian alternative approach for this problem, which has been adapted here. He proposed to use Bayes factors for assessing ordered trends, which are calculated based on the output from Gibbs sampling. The samples from the order-constrained model are derived by transforming draws from an unconstrained posterior density using an isotonic regression transformation.

Here we propose a Bayesian method using Bayes factor (BFM) to detect the region with increasing (or decreasing) methylation rates as the disease severity increases (or decreases). Patients are classified into groups based on the disease severity (e.g.
stages of cancer), and DMRs are detected by using the moving windows along the genome. Within each window, the Bayes factor is calculated and is used to test the hypothesis of constant versus monotonic increase in methylation rates corresponding to severity of the disease. A linear mixed-effect model is used to incorporate the correlation of methylation rates between and within CpG sites in the region.

5.2 Bayesian Method to Detect DMRs

Suppose $m_{ki}^j$ is the count of the methylation molecules at CpG site $j$ of individual $i$ in group $k$, $k = 1, 2, \ldots, K$. We assume $m_{ki}^j \sim B(c_{ki}, p_{ki}^j)$, where $c_{ki}$ is the coverage, and $p_{ki}^j$ is the true methylation rate at CpG site $j$ for individual $i$ in group $k$.

To allow the correlation of methylation rates of nearby CpG sites, we consider a mixed-effect model. The logit link function for the methylation rate $p_{ki}^j$ is expressed by

\[
\text{logit}(p_{ki}^j) = \mu_k + \nu_{0ki} + \nu_{1ki}^j,
\]

with $\nu_{0ki}$ and $\nu_{1ki}^j$ are the random effects. The random effect $\nu_{0ki} \sim N(0, \sigma_{\nu_0}^2)$ is used to model the correlation of methylation rates within each CpG site, while the random effect $\nu_{1ki} = (\nu_{1ki1}, \nu_{1ki2}, \ldots, \nu_{1kim})^T \sim N(\mu_0, \Sigma)$, with $\mu_0 = (0, 0, \ldots, 0)^T$ is used to model the correlation of methylation rates between CpG sites.

Here $\mu_k$ in (5.1) is the fixed effect for each group, measures the association between methylation rates and group responses. The strength and direction of the association is modeled by prior distribution $N(\mu_\mu, \sigma_\mu^2)$, which means the parameters of $\mu_\mu$
and $\sigma^2_\mu$ control the distribution of $\mu_k$, and implies that all of the methylation rates are draws from a common distribution.

With assigned hyperpriors $\mu_\mu \sim N(0,1000^2)$, $\sigma^2_\mu \sim IG(1,100)$, $\sigma^2_\nu \sim IG(1,100)$ and $\Sigma^{-1} \sim wish(I_m, m)$ for $m$ CpG sites in the moving window, the posterior distribution of $\mu_k$ is based on the mixed-effect logistic model (5.1), and used to calculate the Bayes factor for comparing these two models,

$$M_0: \mu_1 = \mu_2 = \cdots = \mu_K$$

$$M_1: \mu_1 \leq \mu_2 \leq \cdots \leq \mu_K$$

with at least one strict inequality, to see whether there is an ordered constraint of methylation rates corresponding to severity of the disease.

In order to calculate the Bayes factor, first we draw samples $\mu_1, \mu_2, \ldots, \mu_K$ from the posterior distribution by using Gibbs sampling.

After that, an isotonic transformation is used to transform $\mu_1, \mu_2 \ldots \mu_K$ into $\bar{\mu}_1, \bar{\mu}_2, \ldots, \bar{\mu}_K$, with $\bar{\mu}_1 \leq \bar{\mu}_2 \leq \cdots \leq \bar{\mu}_K$ (Dunson 2003), with the min-max formula for the isotonic formula is

$$\bar{\mu}_k = g_k(\mu) = \min_{t \in \Omega_k} \max_{s \in \Lambda_k} \left( \frac{1 - t - s + 1}{1 - t - s + 1} V_{[s,t]} \mu_{[s,t]} \right) \text{ for } j = 1, 2, \ldots, K,$$

(5.2)

where $V$ is estimated based on samples from the posterior density of $\mu$.

Also samples $\mu_1^0, \mu_2^0, \ldots, \mu_K^0$ are drawn from the prior density and transformed into $\bar{\mu}_1^0, \bar{\mu}_2^0, \ldots, \bar{\mu}_K^0$, with $\bar{\mu}_1^0 \leq \bar{\mu}_2^0 \leq \cdots \leq \bar{\mu}_K^0$, by using isotonic transformation (5.2).
The Bayes factor for each window (with moving windows along the genome) is given by,

$$BF = \frac{P(M_1|data)/P(M_1)}{P(M_0|data)/P(M_0)} = \frac{P(\mu_K > \mu_1)}{P(\mu_K = \mu_1)} / \frac{P(\mu_K^0 > \mu_1^0)}{P(\mu_K^0 = \mu_1^0)}$$

The windows with highest value of the Bayes factor among all windows is used for evaluating DMRs. BFM can detect DMRs associated with disease severity, especially detects DMRs with increasing (or decreasing) methylation rates, as the disease severity increase (or decrease). This method uses a mixed-effect model to not only adjust for correlation of methylation rates between CpG sites within each moving window, but also correlations within CpG sites.
Chapter 6

Simulation

This chapter considers simulation studies to compare the scan statistic method (SSM) and the kernel distance method (KDM). They were compared by empirical type I error, empirical power and computational efficiency. Simulation studies were also conducted to study the behavior of the Bayesian method using Bayes factor (BFM), when considering four ordinal group responses.

6.1 Comparison of Scan Statistic and Kernel Distance Methods

The first focus for simulation was to compare SSM and KDM, with respect to type I error, power and computational efficiency. For simplicity, (i) we did not include any covariates, and (ii) we used equal sample sizes for cases and controls in the simulation models.

Data were generated first under the null hypothesis to evaluate the validity by assessing how well each method would control the type I error without being overly conservative. In other words, we expected our test to have the actual type I error just under the nominal significance level, but not too far below the nominal level. A too conservative test (actual type I error substantially lower than the nominal level) would usually be underpowered. After establishing the validity for each method, we generated
data under the alternate hypothesis, for various levels of departures from the null, to compare the power for a broad set of alternatives, at various significant levels.

6.1.1 Data Generation Procedure

For the power comparisons at various alternate hypotheses and various significant levels, we assumed that there was only one DMR in the simulated genomic region, and all CpG sites within the region were equally spaced.

We generated a sample that contained $N$ cases and $N$ controls, and assumed every individual had equally spaced $m$ CpG sites in the simulated region, of which $r$ consecutive CpG sites in the middle were in the DMR.

Methylation counts at each CpG site for every individual were generated from $B(c_{klj}, p_{klj})$, $i = 1, 2, ..., N$, $j = 1, 2, ..., m$, $k = A, U$. Here the sequencing coverage $c_{klj}$ were allowed to vary by sampling the values of it from a normal distribution $N(30, 13)$, and then rounded to an integer, with a minimum of 5 based on the real data analysis from Xu et al. (2013). The correlated methylation rates $p_{klj}$ were simulated based on a two-step procedure, proposed by Lacey, Baribault, and Ehrlich (2013) in order to model the spatial dependence for the methylation rates of nearby CpG sites.

First, independent random samples $X_{klj}$ were generated from Beta-distribution for CpG site $j$ of individual $i$ in group $k$. Under the null hypothesis, $X_{klj}$ were generated as $X_{klj} \sim Beta(\alpha_U, \beta_U)$, $k = A, U$. Under the alternative hypothesis, $X_{klj}$ were generated under the same distribution for CpG sites outside of DMR. Within the DMR under the
alternate hypothesis, \( X_{kij} \) were generated \( X_{Aij} \sim \text{Beta}(\alpha_A, \beta_A) \), where \( \alpha_A \neq \alpha_U \) and \( \beta_A \neq \beta_U \), so that the methylation rates were different between cases and controls within the DMR. Based on the property of the Beta distribution, with fixed \( \alpha_U, \beta_A \) and \( \beta_U \), only the values of \( \alpha_A \) were changed, with effect size defined as \( d = \frac{\alpha_A}{\alpha_A + \beta_A} - \frac{\alpha_U}{\alpha_U + \beta_U} \).

For each individual in each group, the vector of independent random variables \( X_{ki} \) was later transformed into a vector of correlated random variables with correlated methylation rates \( p_{ki} = 1 - \Phi(C\Phi^{-1}(1 - X_{ki})) \), where \( \Phi(\cdot) \) denoted the cdf of the standard normal distribution function with Cholesky decomposition \( C \) of the correlation matrix \( \Sigma = CC' \).

All diagonal elements of the correlation matrix \( \Sigma \) are 1s, and off-diagonal element \( (i,j) \) was defined as the correlation coefficient \( \rho \) divided by the distance between CpG sites \( i \) and \( j \), in order to allow for the fact that correlation of methylation rates for two CpG sites decreases as the distance between them increases.

6.1.2 Parameters for Simulation

As presented in Table 1, simulations were conducted with type I errors of 0.05 and 0.01, total sample sizes 48 and 60 with equal sample sizes in each group, and regions of 24 and 30 CpG sites with 6 in the middle as the DMRs. We assumed correlation coefficients of \( \rho = 0.7 \) and \( \rho = 0.5 \) for methylation rates between adjacent CpG sites, and those among non-adjacent sites were scaled down by dividing \( \rho \) by the distances.
between sites. We set $\alpha_U = 0.1$, $\beta_A = \beta_U = 0.9$, and used different values of $\alpha_A$ to get different effect sizes $d_{DM}$. The simulation parameters are given in Table 1.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>type I error ($\alpha$)</td>
<td>0.05, 0.01</td>
</tr>
<tr>
<td>sample size per group ($N$)</td>
<td>24, 30</td>
</tr>
<tr>
<td>total number of CpG sites ($m$)</td>
<td>24, 30</td>
</tr>
<tr>
<td>number of CpG sites in DMR ($r$)</td>
<td>6</td>
</tr>
<tr>
<td>correlation coefficient ($\rho$)</td>
<td>0.5, 0.7</td>
</tr>
<tr>
<td>effect size ($d_{DM}$)</td>
<td>0, 0.02, 0.04, 0.06, 0.08, 0.1, 0.15, 0.2</td>
</tr>
</tbody>
</table>

Table 1: Parameters for simulation to compare SSM and KDM

### 6.1.3 Simulation Results

In order to present the effect of the parameters on the power of SSM and KDM, plots of power versus different values of effect sizes under the type I error of 0.05 are presented in Figures 4 and 5, corresponding to the 24-sites and 30-sites regions, respectively. The powers for SSM and KDM are very close to the type I error when the effect size is 0. The plots also show that the powers for SSM and KDM increase as the effect sizes increase; they also increase as sample sizes increase. Besides that, the plots show that SSM has uniformly better power than KDM.

Similar simulation results corresponding to type I error of 0.01, with the results are presented in Figure 6 and Figure 7. These results also show that both methods control the type I error, and that SSM have better power than KDM. As the significance level is reduced, the powers are also reduced as expected.
Figure 4: Power curves for SSM and KDM with 24 CpG sites, $\alpha = 0.05$

Figure 5: Power curves for SSM and KDM with 30 CpG sites, $\alpha = 0.05$
Figure 6: Power curves for SSM and KDM with 24 CpG sites, $\alpha = 0.01$

Figure 7: Power curves for SSM and KDM with 30 CpG sites, $\alpha = 0.01$
6.2 Simulation Study of Bayesian Method (BFM)

Simulation was also conducted to study the properties of BFM to detect DMRs. For simplicity, (i) we did not include any covariates, and (ii) we used equal sample sizes for each group in the simulation models. We assumed that there was only one DMR in the middle of simulated genomic region, and all CpG sites within the region were equally spaced.

6.2.1 Data Generation Procedure

We simulated data that contained \( K \) groups, with \( N \) individuals in each group, and assumed every individual had equally spaced \( m \) CpG sites in the simulated region, of which \( r \) \((<m)\) consecutive CpG sites in the middle were in the DMR.

Methylation data were simulated at each CpG site of every sequence separately for every individual, under the fact that methylation rates were correlated between CpG sites, and methylation status at a CpG site were independent among different sequences as expected in NGS data. The data were simulated as described below:

1) First we generated random numbers for length and start point of each sequence, with a total of 100 sequences generated.

Suppose we generated random number \( a \) for the start point and \( c \) for the length of one sequence, then

2) We used vector \( \mathbf{Y} = (Y_{kis,a}, Y_{kis,a+1}, ..., Y_{kis,a+c-1}) \) to define the methylation status for sequence \( s \) of individual \( i \) in group \( k \), and generated \( \mathbf{Y} \) from multivariate Bernoulli distribution to consider the dependent feature.
The density of \( P(\mathbf{Y} = \mathbf{y}) = P(y_{kis,a}, y_{kis,a+1}, \ldots, y_{kis,a+c-1}) \) of such a discrete random vector \( \mathbf{Y} \) depends on \( 2^c \) probabilities, \( p(0,0,\ldots,0), p(0,0,\ldots,1), \ldots, p(1,1,\ldots,1) \), specific to the different realization of \( \mathbf{Y} \). Considering the fact that if \( (Y_1, Y_2, \ldots, Y_S) \) follows multivariate Bernoulli distribution, the conditional distribution of \( (Y_1, Y_2, \ldots, Y_r) \) \( (r < S) \) given the rest is also multivariate Bernoulli distribution (Dai, Ding, and Wahba 2013), We can incorporate an alternative parameterization that is able to avoid the high-dimensional parameters required in the multivariate Bernoulli distribution.

Because of the correlation of methylation rates between CpG sites, we treated methylation status \( Y_{kisj} \) at each CpG site \( j \) on one sequence was a branching process. We assumed that, for CpG site \( j \), branching probabilities were same for each sequence of all individuals in group \( k \). The branching probability \( p_{kj} \) \( (q_{kj}) \) was defined as the probability of methylated sequence read at CpG site \( j \), conditional on methylated (unmethylated) sequence read at CpG site \( j-1 \) on the same sequence of same individual, and noted as \( P(Y_{kisj} = 1|Y_{kis,j-1} = 1) = p_{kj} \) and \( P(Y_{kisj} = 1|Y_{kis,j-1} = 0) = q_{kj} \).

Then the methylation status \( (Y_{kisa}, Y_{kis,a+1}, \ldots, Y_{kis,a+c-1}) \) were generated as,

i) For the first CpG site of the sequence, the methylation status \( y_{kisa} \) was generated from Bernoulli distribution \( Bern(m_a) \), with \( m_a = (p_{ka} + q_{ka})/2 \).

ii) The methylation status \( y_{kisj} \) for \( j = a + 1, \ldots, a + c - 1 \) were generated with \( y_{kisj} \sim Bern(p_{kj}) \) if \( y_{kis,j-1} = 1 \) or \( y_{kisj} \sim Bern(q_{kj}) \) if \( y_{kis,j-1} = 0 \).
After all the sequence were generated at every CpG site for each individual, $\Sigma_s(y_{kisj} = 1)$ and $\Sigma_s(y_{kisj} = 0)$ were calculated, that were the number of methylated and unmethylated sequencing reads at CpG site $j$ for individual $i$ in group $k$. Then methylation count $m_{kij} = \Sigma_s(y_{kisj} = 1)$ and sequencing coverage $c_{kij} = \Sigma_s(y_{kisj} = 1) + \Sigma_s(y_{kisj} = 0)$ were calculated.

6.2.2 Simulation Parameters for the Bayesian Method

Simulation was conducted by using four groups of severity levels, with sample sizes of 50, and repeated for sample size of 100 in each group. The methylation data was simulated with a region of 24 CpG sites, and 6 of which (from site 10 to 15) were in the DMR.

Case I: The branching probabilities $P(Y_{kisj} = 1|Y_{kisj-1} = 1) = p_{kj}$ were pre-defined, and were presented in Table 2, also we defined $q_{kj} = p_{kj} - 0.2$. The probabilities $p_{kj}$ in Table 2 was defined to be symmetric, they increased from CpG site 1 to the middle of the DMR (CpG site 12 and 13), and then decreased.

<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
<th>…</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
<th>15</th>
<th>16</th>
<th>17</th>
<th>…</th>
<th>24</th>
</tr>
</thead>
<tbody>
<tr>
<td>Group_1</td>
<td>0.44</td>
<td>0.46</td>
<td>…</td>
<td>0.60</td>
<td>0.62</td>
<td>0.64</td>
<td>0.66</td>
<td>0.66</td>
<td>0.64</td>
<td>0.62</td>
<td>0.60</td>
<td>0.58</td>
<td>…</td>
<td>0.44</td>
</tr>
<tr>
<td>Group_2</td>
<td>0.44</td>
<td>0.46</td>
<td>…</td>
<td>0.60</td>
<td>0.72</td>
<td>0.74</td>
<td>0.76</td>
<td>0.76</td>
<td>0.74</td>
<td>0.72</td>
<td>0.60</td>
<td>0.58</td>
<td>…</td>
<td>0.44</td>
</tr>
<tr>
<td>Group_3</td>
<td>0.44</td>
<td>0.46</td>
<td>…</td>
<td>0.60</td>
<td>0.82</td>
<td>0.84</td>
<td>0.86</td>
<td>0.86</td>
<td>0.84</td>
<td>0.82</td>
<td>0.60</td>
<td>0.58</td>
<td>…</td>
<td>0.44</td>
</tr>
<tr>
<td>Group_4</td>
<td>0.44</td>
<td>0.46</td>
<td>…</td>
<td>0.60</td>
<td>0.92</td>
<td>0.94</td>
<td>0.96</td>
<td>0.96</td>
<td>0.94</td>
<td>0.92</td>
<td>0.60</td>
<td>0.58</td>
<td>…</td>
<td>0.44</td>
</tr>
</tbody>
</table>

Table 2: conditional probabilities $p_{kj}$ at each CpG site for simulation of BFM
Case II: $p_{kj}$ in Table 2 reached maximum at the middle of the simulated genomic regions. In order to consider other possible variety, the simulation also conducted to generate maximum value of $p_{kj}$ happening at any CpG site within simulated DMR (between sites 10 to 15), and varying for different individual. For each individual in every group, first we generated a random number $r$ (between 10 to 15) for the location of the maximum value, and then branching probabilities $p_{kj}$ were defined as increasing from 1 to $r$, and then decreasing from $r$ to 15.

6.2.3 Simulation Results

Totally 1000 simulations were conducted, within each simulation, Bayes factor was calculated for each moving window, with window size of 6. They were calculated based on 3000 Gibbs samplers, with 1000 Gibbs samplers for burn in. The results of simulation of case I were presented in Figure 8 and Figure 9, while the results of simulation of case II were presented in Figure 10.

All the results show that the simulated DMR (window with CpG sites from 10 to 15), having maximum Bayes factor. This indicates that BFM can detect DMR. However, the Bayes factors are not symmetric, the windows on the right side have larger value, compares to corresponding ones on the left side. This might be caused by data generation, since the methylation status was generated based on that at previous CpG site of same sequence. The window with CpG sites from 10 to 15 was the simulated DMRs, with large methylation rates, this would cause the following CpG sites have large methylation rates, and would eventually have large Bayes factors.
Figure 8: Mean of Bayes factors at each CpG site with $N = 50$ (Case I)

Figure 9: Mean of Bayes factors at each CpG site with $N = 100$ (Case I)
Figure 10: Mean of Bayes factors at each CpG site with $N = 50$ (Case II)

Comparing results presented in Figure 8 and Figure 9, Bayes factors increase as sample size increases. However, there is not much difference between the results in Figure 8 and Figure 10. This indicates that the shape of methylation rates within DMRs does not affect the ability of detecting DMRs using BFM.

<table>
<thead>
<tr>
<th>start</th>
<th>end</th>
<th>N = 50 (Case I)</th>
<th>N = 100 (Case I)</th>
<th>N = 50 (Case II)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>6</td>
<td>1.02</td>
<td>1.02</td>
<td>1.03</td>
</tr>
<tr>
<td>2</td>
<td>7</td>
<td>1.01</td>
<td>1.02</td>
<td>1.01</td>
</tr>
<tr>
<td>3</td>
<td>8</td>
<td>1.01</td>
<td>1.02</td>
<td>1.02</td>
</tr>
<tr>
<td>4</td>
<td>9</td>
<td>1.02</td>
<td>1.01</td>
<td>1.01</td>
</tr>
<tr>
<td>5</td>
<td>10</td>
<td>1.24</td>
<td>1.53</td>
<td>1.26</td>
</tr>
<tr>
<td>6</td>
<td>11</td>
<td>1.78</td>
<td>3.12</td>
<td>1.78</td>
</tr>
<tr>
<td>7</td>
<td>12</td>
<td>2.95</td>
<td>9.16</td>
<td>2.85</td>
</tr>
<tr>
<td>8</td>
<td>13</td>
<td>5.74</td>
<td>41.42</td>
<td>4.95</td>
</tr>
<tr>
<td>9</td>
<td>14</td>
<td>10.53</td>
<td>1052.07</td>
<td>9.31</td>
</tr>
<tr>
<td>10</td>
<td>15</td>
<td>18.79</td>
<td>8554.12</td>
<td>18.31</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
</tr>
<tr>
<td>11</td>
<td>16</td>
<td>13.90</td>
<td>3718.77</td>
<td>13.79</td>
</tr>
<tr>
<td>12</td>
<td>17</td>
<td>8.44</td>
<td>306.07</td>
<td>8.12</td>
</tr>
<tr>
<td>13</td>
<td>18</td>
<td>4.43</td>
<td>21.91</td>
<td>4.50</td>
</tr>
<tr>
<td>14</td>
<td>19</td>
<td>2.40</td>
<td>5.66</td>
<td>2.60</td>
</tr>
<tr>
<td>15</td>
<td>20</td>
<td>1.52</td>
<td>2.22</td>
<td>1.60</td>
</tr>
<tr>
<td>16</td>
<td>21</td>
<td>1.07</td>
<td>1.11</td>
<td>1.07</td>
</tr>
<tr>
<td>17</td>
<td>22</td>
<td>1.03</td>
<td>1.04</td>
<td>1.02</td>
</tr>
<tr>
<td>18</td>
<td>23</td>
<td>1.01</td>
<td>1.03</td>
<td>1.02</td>
</tr>
<tr>
<td>19</td>
<td>24</td>
<td>1.03</td>
<td>1.03</td>
<td>1.01</td>
</tr>
</tbody>
</table>

Table 3: Mean Bayes factors at each CpG site based on simulation studies
CHAPTER 7

REAL DATA ANALYSIS

We next analyzed genome-wide methylation data from a study of chronic lymphocytic leukemia (CLL), which was the result of clonal expansion of malignant B cells. A B-cell lymphoma mainly of adults is heterogeneous disease (Chiorazzi, Rai, and Ferrarini 2005, Keating et al. 2003). It is clinically important to find heterogeneity of patients at the molecular level, which can help to design specific interventions for patients at different levels.

Over the last decade, research in CLL has resulted in multiple significant advances; such as identification of several molecular alternations with prognostic values. These include specific cytogenetic patterns (Dohner et al. 2000), mutational status of the immunoglobulin heavy chain variable gene (IgV\textsubscript{H}) (Hamblin et al. 1999) and expression of CD38 (Hamblin et al. 2000). It has been found out that patients lacking the mutation have a poorer prognosis. Patients with lower levels of CD38 have slower disease progression (Damle et al. 1999, Hamblin et al. 1999).

Several research groups have demonstrated that DNA methylation of multiple promoter-associated CpG islands is common in CLL (Rahmatpanah et al. 2006, Kanduri et al. 2010, Martin-Subero et al. 2009). Detection of aberrant DNA methylation in CLL
could result in the development of an epigenetic classification of the disease with prognostic and therapeutic potential.

CD19+ B cells from peripheral blood were collected from CLL samples and normal control subjects. All CLL samples were obtained from patients at the Ellis Fischel Cancer Center (EFCC), the GRU Cancer Center and the North Shore-LIJ Health System in compliance with the local Institutional Review Boards (Pei et al. 2012).

Illumina sequencing reads were generated for each sample, by using RRBS (Meissner et al. 2005). Totally 20 – 30 million reads were sequenced for each sample, and 63% to 75% were successfully mapped to either strand of the human genome (hg18) (Pei et al. 2012). The average sequencing depth per CpG was between 32x and 43x. Eventually RRBS provided counts of DNA molecules that were methylated and unmethylated at each CpG site, and overall methylation status of approximately 1.8 – 2.3 million CpG sites were determined consistently for each sample in the study (Pei et al. 2012).

Here genome-wide methylation data on 17,917 CpG sites of Chromosome 19 were analyzed, since Tong et al. (2010) pointed out that aberrant DNA methylation that associated with CLL, were located more frequently in chromosome 19.

7.1 Comparison of Scan Statistic and kernel Distance Methods
Based on CD38 levels, the samples were categorized as low- vs. high- risk, with 23 samples having CD38 levels ≤ 20 (low risk) and 17 samples having CD38 levels > 20 (high risk).

Here genome-wide methylation data on 17,917 CpG sites of Chromosome 19 were analyzed by both SSM and KDM to identify DMRs between high-risk and low-risk CLL samples. The percentage contributions of kernel distance statistic at each CpG site were plotted in Figure 11, while the detected DMRs from SSM were presented in Table 4. The peaks in Figure 11 showed the detected DMRs in Chromosome 19. Here all the values of kernel distance statistics were positive, because of quadratic expression of the kernel distance statistic.

![Figure 11: Contribution of kernel distance statistic at each CpG site for leukemia data](image)
Figure 12: Contribution of kernel distance statistic versus methylation rates for leukemia data

Figure 13: Contribution of kernel distance statistic versus methylation rates for simulation data
The wedge shape in Figure 12 showed that, a lot of CpG sites with small differences in methylation rates had very small contributions in the kernel distance statistic; and the CpG sites with large contributions in the kernel distance statistic were differentially methylated. This indicated that KDM can detect DMRs. Figure 13 plotted the absolute differences of methylation rates versus percentage contribution of kernel distance statistic at each CpG site based on simulated data in Section 6.1. The similar shape in Figure 12 and Figure 13 showed that KDM can detect DMRs, especially the tri-weight kernel function can incorporate the correlation structure of methylation rates between CpG sites.

<table>
<thead>
<tr>
<th>Start</th>
<th>End</th>
<th>Window size</th>
<th>Scan statistic</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>951756</td>
<td>960480</td>
<td>15</td>
<td>6432.20</td>
<td>0.001</td>
</tr>
<tr>
<td>5748848</td>
<td>5855704</td>
<td>35</td>
<td>175.22</td>
<td>0.024</td>
</tr>
<tr>
<td>5949493</td>
<td>6059920</td>
<td>15</td>
<td>1816.97</td>
<td>0.037</td>
</tr>
<tr>
<td>6222967</td>
<td>6325326</td>
<td>40</td>
<td>126.29</td>
<td>0.042</td>
</tr>
<tr>
<td>6695897</td>
<td>6704448</td>
<td>5</td>
<td>121.95</td>
<td>0.039</td>
</tr>
<tr>
<td>7049880</td>
<td>7149391</td>
<td>20</td>
<td>46.16</td>
<td>0.042</td>
</tr>
<tr>
<td>8306311</td>
<td>8416558</td>
<td>105</td>
<td>693.16</td>
<td>0.02</td>
</tr>
<tr>
<td>10078223</td>
<td>10091192</td>
<td>15</td>
<td>1156.08</td>
<td>0.049</td>
</tr>
<tr>
<td>10261108</td>
<td>10336402</td>
<td>75</td>
<td>1169.73</td>
<td>0.048</td>
</tr>
<tr>
<td>10366854</td>
<td>10374990</td>
<td>5</td>
<td>1400.52</td>
<td>0.011</td>
</tr>
<tr>
<td>10529295</td>
<td>10537824</td>
<td>5</td>
<td>656.14</td>
<td>0.033</td>
</tr>
<tr>
<td>11311211</td>
<td>11369166</td>
<td>35</td>
<td>468.53</td>
<td>0.046</td>
</tr>
<tr>
<td>11852835</td>
<td>11937174</td>
<td>15</td>
<td>185.69</td>
<td>0.012</td>
</tr>
<tr>
<td>12036638</td>
<td>12128243</td>
<td>10</td>
<td>335.82</td>
<td>0.019</td>
</tr>
<tr>
<td>13780707</td>
<td>13818691</td>
<td>30</td>
<td>990.65</td>
<td>0.035</td>
</tr>
<tr>
<td>15871811</td>
<td>15874720</td>
<td>5</td>
<td>71.10</td>
<td>0.033</td>
</tr>
<tr>
<td>16211533</td>
<td>16298141</td>
<td>10</td>
<td>896.80</td>
<td>0.008</td>
</tr>
<tr>
<td>16779596</td>
<td>16818698</td>
<td>5</td>
<td>45.09</td>
<td>0.049</td>
</tr>
<tr>
<td>17181376</td>
<td>17207209</td>
<td>20</td>
<td>1476.43</td>
<td>0.032</td>
</tr>
<tr>
<td>17483944</td>
<td>17492848</td>
<td>5</td>
<td>608.50</td>
<td>0.027</td>
</tr>
<tr>
<td>18358107</td>
<td>18358200</td>
<td>5</td>
<td>1306.14</td>
<td>0.018</td>
</tr>
<tr>
<td>18839769</td>
<td>18849925</td>
<td>40</td>
<td>888.01</td>
<td>0.037</td>
</tr>
<tr>
<td>19196863</td>
<td>19220558</td>
<td>10</td>
<td>809.88</td>
<td>0</td>
</tr>
<tr>
<td>20751241</td>
<td>20751405</td>
<td>10</td>
<td>13.86</td>
<td>0.016</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>----------</td>
<td>------------</td>
<td>------</td>
<td>-----</td>
<td>-----</td>
</tr>
<tr>
<td>21443528</td>
<td>21449542</td>
<td>5</td>
<td>82.91</td>
<td>0.042</td>
</tr>
<tr>
<td>35558112</td>
<td>3558143</td>
<td>5</td>
<td>5.76</td>
<td>0.014</td>
</tr>
<tr>
<td>37528315</td>
<td>37528707</td>
<td>10</td>
<td>8.34</td>
<td>0.035</td>
</tr>
<tr>
<td>37808618</td>
<td>37858100</td>
<td>10</td>
<td>67.30</td>
<td>0.019</td>
</tr>
<tr>
<td>38315030</td>
<td>38359639</td>
<td>10</td>
<td>415.61</td>
<td>0.012</td>
</tr>
<tr>
<td>38576223</td>
<td>38632218</td>
<td>20</td>
<td>107.39</td>
<td>0.001</td>
</tr>
<tr>
<td>38980210</td>
<td>39003767</td>
<td>20</td>
<td>48.17</td>
<td>0.043</td>
</tr>
<tr>
<td>39760398</td>
<td>39760441</td>
<td>5</td>
<td>7.09</td>
<td>0.022</td>
</tr>
<tr>
<td>40193224</td>
<td>40214045</td>
<td>25</td>
<td>314.69</td>
<td>0.033</td>
</tr>
<tr>
<td>40495154</td>
<td>40706271</td>
<td>40</td>
<td>284.10</td>
<td>0.034</td>
</tr>
<tr>
<td>40958295</td>
<td>40995281</td>
<td>15</td>
<td>578.96</td>
<td>0.028</td>
</tr>
<tr>
<td>41323151</td>
<td>41345137</td>
<td>5</td>
<td>826.49</td>
<td>0.027</td>
</tr>
<tr>
<td>42400872</td>
<td>42516823</td>
<td>25</td>
<td>86.90</td>
<td>0.023</td>
</tr>
<tr>
<td>42631539</td>
<td>42651999</td>
<td>10</td>
<td>13.67</td>
<td>0.022</td>
</tr>
<tr>
<td>43411447</td>
<td>43472750</td>
<td>70</td>
<td>161.49</td>
<td>0.023</td>
</tr>
<tr>
<td>44099619</td>
<td>44158078</td>
<td>10</td>
<td>255.15</td>
<td>0.003</td>
</tr>
<tr>
<td>45388832</td>
<td>45464209</td>
<td>30</td>
<td>505.70</td>
<td>0.007</td>
</tr>
<tr>
<td>45812107</td>
<td>45821840</td>
<td>5</td>
<td>1100.34</td>
<td>0.005</td>
</tr>
<tr>
<td>46555659</td>
<td>46595121</td>
<td>5</td>
<td>527.04</td>
<td>0.007</td>
</tr>
<tr>
<td>47040515</td>
<td>47078316</td>
<td>5</td>
<td>211.34</td>
<td>0.008</td>
</tr>
<tr>
<td>50778928</td>
<td>50793474</td>
<td>5</td>
<td>1155.35</td>
<td>0.021</td>
</tr>
<tr>
<td>51010992</td>
<td>51058089</td>
<td>10</td>
<td>602.50</td>
<td>0.029</td>
</tr>
<tr>
<td>51056109</td>
<td>51079866</td>
<td>15</td>
<td>1135.07</td>
<td>0.026</td>
</tr>
<tr>
<td>51409109</td>
<td>51427742</td>
<td>5</td>
<td>10.71</td>
<td>0.027</td>
</tr>
<tr>
<td>53821388</td>
<td>53829676</td>
<td>15</td>
<td>3089.85</td>
<td>0.001</td>
</tr>
<tr>
<td>53914126</td>
<td>53934314</td>
<td>20</td>
<td>1843.99</td>
<td>0.011</td>
</tr>
<tr>
<td>53946213</td>
<td>53983289</td>
<td>5</td>
<td>1898.17</td>
<td>0.033</td>
</tr>
<tr>
<td>54819984</td>
<td>54835037</td>
<td>5</td>
<td>601.06</td>
<td>0.035</td>
</tr>
<tr>
<td>54872826</td>
<td>54884388</td>
<td>10</td>
<td>804.62</td>
<td>0.033</td>
</tr>
<tr>
<td>55714472</td>
<td>55760862</td>
<td>15</td>
<td>27.40</td>
<td>0.047</td>
</tr>
<tr>
<td>55853400</td>
<td>55911789</td>
<td>30</td>
<td>26.58</td>
<td>0.046</td>
</tr>
<tr>
<td>56884684</td>
<td>56887726</td>
<td>5</td>
<td>322.31</td>
<td>0.002</td>
</tr>
<tr>
<td>58388434</td>
<td>58388478</td>
<td>5</td>
<td>8.08</td>
<td>0.006</td>
</tr>
<tr>
<td>58980127</td>
<td>59064230</td>
<td>15</td>
<td>93.10</td>
<td>0.007</td>
</tr>
<tr>
<td>59643525</td>
<td>59652071</td>
<td>5</td>
<td>929.55</td>
<td>0.002</td>
</tr>
<tr>
<td>59652664</td>
<td>59666539</td>
<td>15</td>
<td>513.52</td>
<td>0.011</td>
</tr>
<tr>
<td>60109922</td>
<td>60545979</td>
<td>205</td>
<td>410.16</td>
<td>0.04</td>
</tr>
<tr>
<td>60790219</td>
<td>60808074</td>
<td>15</td>
<td>776.25</td>
<td>0.015</td>
</tr>
<tr>
<td>61304533</td>
<td>61424810</td>
<td>55</td>
<td>26.85</td>
<td>0.013</td>
</tr>
<tr>
<td>61741700</td>
<td>61798595</td>
<td>20</td>
<td>269.87</td>
<td>0.048</td>
</tr>
<tr>
<td>62277420</td>
<td>62310019</td>
<td>5</td>
<td>12.99</td>
<td>0.019</td>
</tr>
<tr>
<td>63565854</td>
<td>63570870</td>
<td>10</td>
<td>840.16</td>
<td>0.035</td>
</tr>
</tbody>
</table>

Table 4: Results of SSM for CLL data
SSM totally detected 66 DMRs with varying window sizes, these were presented in Table 4. The results in Table 4 could match with the peaks in Figure 9, indicated that both SSM and KDM can identify DMRs.

The start and end positions in base pairs for each detected DMR were used in UCSC genome browser to find the genes in the regions. Among them, the apolipoprotein gene cluster (APOC1, APOC2, APOE) was detected, which has been published that they have tight linkage with a chronic lymphocytic leukemia-associated translocation breakpoint (Shaw et al. 1989). We also detected the genes CATSPERD, PRR22, RFX2, and MILTI, these were shown in published work to be associated with leukemia (Wallingford et al. 2015). For example, translocation and fusion of MILTI with myeloid lymphoid leukemia could result in potent oncogenic activity (Chin et al. 2012, Doty et al. 2002).

Several lines of evidence suggested that the transcription factor CREB (cyclic AMP response element binding protein) may have a role in the pathogenesis of AML and other cancers (Crans-Vargas et al. 2002, Mayr and Montminy 2001). In our data, replication factor C3 was detected, whose expression had been published that has a direct correlation with CREB in human acute myeloid leukemia (AML) cell lines, as well as in the AML cells from the patients (Chae et al. 2015). It is suggested that C3 may have a role in neoplastic myelopoiesis by promoting the G1/S progression. Another detected gene LAIR1, also had been published that has a correlation with CREB (Kang et al. 2015). A pathway starts with LAIR1, activates downstream CREB in AML cells, sustains the
survival and self-renewal of AML stem cells. As a result, inhibition of expression of the ITIM-containing receptor \textit{LAIR1} does not affect normal hematopoiesis but abolishes leukemia development (Kang et al. 2015).

\textbf{7.2 Comparison of Bayesian Method with Scan Statistic Method for Two Groups}

Before checking the performance of BFM on four ordinal group responses, BFM was used on the samples divided into two groups based on CD38 levels. BFM and SSM were compared, by using moving window of sizes 10 or 20.

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|}
\hline
 & BFM >2 & SSM (p <0.05) & common \\
\hline
total & 183 & 181 & 67 \\
PubMed & 42 & 41 & 18 \\
\hline
\end{tabular}
\caption{Comparison of BFM and SSM for window size of 10 (p <0.05)}
\end{table}

Using moving window of size 10, which was 10 CpG sites in each moving window, totally 181 genes in DMRs were detected by SSM with \textit{p}-value < 0.05, and a total of 183 genes in DMRs were detected by BFM with value greater than 2. Among them 41 from SSM and 42 from BFM were found in PubMed that had been published that were leukemia associated, and 18 were detected by both methods (Table 5). They were \textit{ACP5} (French et al. 2008), \textit{ATF5} (Wang et al. 2014), \textit{BIRC8} (Glodkowska-Mrowka et al. 2014), \textit{C3} (Chae et al. 2015), \textit{CARD8} (Xu et al. 2009), \textit{CEACAM8} (Lasa et al. 2008), \textit{CERS1} (Camgoz et al. 2013), \textit{CKM} (Caldow, Digby, and Cameron-Smith 2015), \textit{CRTCI} (Tang et al. 2015), \textit{IL4II} (Carbonnelle-Puscian et al. 2009), \textit{LAIR1} (Kang et al. 2015), \textit{MAP1S} (Haimovici et al. 2014), \textit{NFI}X (O'Connor et al. 2015), \textit{PDE4C} (Moon et al. 2008).
PLEKHG2 (Runne and Chen 2013), PLVAP (Rantakari et al. 2015), RFX1 (Chen et al. 2000), ZNF331 (McHale et al. 2009).

C3 and LAIR1 genes were both detected, which were shown related to acute myeloid leukemia (Chae et al. 2015, Kang et al. 2015). Actually both C3 and LAIR1 genes connect with the transcription factor CREB (cyclic AMP response element binding protein), which has a role in the pathogenesis of AML and other cancers (Crans-Vargas et al. 2002, Mayr and Montminy 2001).

<table>
<thead>
<tr>
<th></th>
<th>BFM&gt;4</th>
<th>SSM (p &lt;0.01)</th>
<th>common</th>
</tr>
</thead>
<tbody>
<tr>
<td>total</td>
<td>43</td>
<td>51</td>
<td>4</td>
</tr>
<tr>
<td>PubMed</td>
<td>9</td>
<td>8</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 6: Comparison of BFM and SSM for window size of 10 (p <0.01)

<table>
<thead>
<tr>
<th></th>
<th>BFM&gt;3</th>
<th>SSM (p&lt;0.05)</th>
<th>common</th>
</tr>
</thead>
<tbody>
<tr>
<td>total</td>
<td>152</td>
<td>137</td>
<td>35</td>
</tr>
<tr>
<td>PubMed</td>
<td>35</td>
<td>36</td>
<td>8</td>
</tr>
</tbody>
</table>

Table 7: Comparison of BFM and SSM for window size of 20 (p <0.05)

<table>
<thead>
<tr>
<th></th>
<th>BFM&gt;5</th>
<th>SSM (p&lt;0.01)</th>
<th>common</th>
</tr>
</thead>
<tbody>
<tr>
<td>total</td>
<td>30</td>
<td>30</td>
<td>6</td>
</tr>
<tr>
<td>PubMed</td>
<td>8</td>
<td>9</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 8: Comparison of BFM and SSM for window size of 20 (p <0.01)

51 genes were detected by SSM with p-value < 0.01, and compared with 43 genes detected by BFM with cut point of 4 (Table 6), 9 genes from BFM and 8 genes from SSM were published that were associated with leukemia, but only 1 gene in common. Results with a moving window of size 20 were presented in Table 7 and Table 8. These results indicated that BFM could detect some genes that can’t be detected by SSM
7.3 Bayesian Method for Ordinal Group Responses

In order to test whether the methylation rates increase as the CD38 level increases, the samples were classified into four risk groups based on CD38 level, with 5 samples in group 1 (Normal group), 24 samples in group 2 with CD38 ≤ 20, 9 samples in group 3 with 20 < CD38 ≤ 50, and 8 sample in group 4 with CD38 > 50. Here moving windows with size of 10 were used for analysis.

Totally 789 windows had been detected as significant, by using $BF > \frac{0.95}{0.05} = 19$ as the cutoff for the significance (Dunson 2003). The start and end positions in base pairs for each detected DMR were used in UCSC genome browser to find the genes in the regions, and eventually found 125 genes. Among them 35 were published in PubMed that were associated with leukemia. Some of them were not detected when only considering two groups, they were $BRD4$ (Stewart et al. 2013), $ELL$ (Muto et al. 2015), $ERCC1$ (Kong et al. 2012), $ERCC2$ (Liu et al. 2014), $GDF15$ (Secchiero et al. 2006), $JUND$ (Gazon et al. 2012), $POLD1$ (Sincennes et al. 2016), $PRDX2$ (Agrawal-Singh et al. 2012), $RANBP3$ (Hakata, Yamada, and Shida 2003), $SPIB$ (Talby et al. 2006) and $TSPAN16$ (Juric et al. 2007).
CHAPTER 8

DISCUSSION

Results from simulation and analysis of CLL data indicate that all three methods, SSM, KDM, and BFM are valid approaches to detect DMRs. All three methods detect DMRs, while adjusting for covariates with logistic regression and the correlation between CpG sites.

The tri-weight function used in KDM, incorporates the fact that the correlation decrease as the distances of two CpG sites increase, while SSM and BFM use a mixed-effect model to incorporate the correlation structure.

Although compound symmetric assumption used in SSM couldn’t represent actual correlation structure, the sandwich estimate of the fixed effects is appropriate even when the correlation structure is mis-specified, with some trade off of the flexibility for robustness of inference. Here our simulation results also show that the mixed-effect model is able to adjust for correlation, when the simulated correlations decrease as the distances between CpG site increase.

BFM takes advantage of flexibility in Bayesian model, uses multivariate normal distributed random variables in the model to incorporate correlation structure, with inverse Wishart distribution as the prior for the correlation matrix. However, since the correlation structure is very complicated for methylation data, it might not the best
statistical model for the correlation structure. Some other better statistical methods can be considered to improve the robustness of the method for detecting DMRs.

Both SSM and KDM had reasonable power and good control of type I error, when detecting DMRs between cases and controls. SSM has better power compared to KDM, that was not only because SSM is a likelihood based method, while KDM is a non-parametric method; but also because SSM used moving window with multiple window sizes solved the difficulty of determining the value of $\tau$ in KDM. However the use of moving windows, with a mixed-effect model for adjusting correlation of methylation rates, caused SSM longer computation time.

The uncertainty of $\tau$ not only leads to disadvantages in terms of power for KDM, but also it caused KDM to only give rough regions of DMRs, since the results of DMRs were based on the plot of percentage contribution, which were calculated based on kernel distance statistic from only one value of $\tau$. In reality, the lengths of DMRs ranged from hundreds of base pair as in small CpG islands, to millions of base pairs in cancer aberrations.

KDM doesn’t have power as good as SSM, also because KDM is not able to adjust for unequal sequencing coverage for all individuals at each CpG site, while SSM calculates design effects based on Xu et al. (2013), which is used to adjust sequencing coverage and methylation counts. Some statistical methods that could adjust for unequal sequencing coverage should be proposed in the future, while using KDM. One possible solution is using logistic regression on methylation rates at each CpG site for every
individual, that might able to adjust for unequal sequencing coverage, since the methylation rates are calculated by considering the methylation data at each CpG site as binomial distributed. Another possible solution is using a mixed-effect logistic model with random intercept to adjust for the within cluster correlation, while treating methylation data at each CpG site as a cluster.

SSM has the advantage that it can be used for more than two groups, while KDM can only be used for two groups since it is calculated based on the differences of methylation rates. But SSM still has a limitation that it cannot consider the ordering of the group responses. When ordering needs to be considered, the maximum likelihood estimate is very difficult based on the constrained space. In that case, BFM should be considered. BFM is a valid approach to detect DMRs when considering ordinal group responses, especially to detect DMRs with methylation rates increasing (or decreasing) as disease severity increases.

Besides taking care of ordering of group responses, BFM also has an advantage over SSM by allowing for heterogeneity of effect across CpG sites, by modeling the methylation rates with a prior. On the other hand, SSM pools information across variants in a region, essentially assuming that each CpG site in the region has same methylation rates.

However, BFM assumes that methylation rates of CpG sites within each moving window are independent of those outside of the window, while SSM adjusts the correlation along whole genome. The comparison between BFM and SSM for CLL data with two groups
showed that there were few genes that detected by both methods, but BFM detected some DMRs, those SSM didn’t detect. The results also show that it was very difficult to decide the best cut-point of the Bayes factor values to make decisions regarding DMRs. These were because results presented in Chapter 7 were based on how many genes were published from PubMed, which was not a good criteria for comparing two methods, since the approach of searching through PubMed was subjective. It would be helpful if there were a database with published and proven list of genes associated with diseases, which could be used to make comparisons when developing statistical methods.

BFM and SSM used a moving window to help decide the location and length of DMRs. But practically, it was very difficult to know the exact length of DMRs, this limitation was very common in statistical genetics, not only for detecting DMRs, but also for detecting rare variants (Schaid et al. 2013). Using cross validation or bootstrapping might help determine the window sizes. Some other methods for example, using genes and promoters can be used instead of moving windows, along with BFM and SSM to detect DMRs.

All our methods were only focused on DNA methylation data. However, large-scale cancer genomics projects such as TCGA (The Cancer Genome Atlas Research Network) are currently generating multiple layers of genomics data for early tumor, including DNA copy number, methylation, and mRNA expression. Statistical methods for integrating analysis and systematic modeling all these genomics data deserve more attention.
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